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#### Abstract

Recent work on the Bondi-Metzner-Sachs group introduced a class of functions ${ }_{s} Y_{l m}(\theta, \phi)$ defined on the sphere and a related differential operator ð. In this paper the ${ }_{s} Y_{l m}$ are related to the representation matrices of the rotation group $R_{3}$ and the properties of $\delta$ are derived from its relationship to an angularmomentum raising operator. The relationship of the ${ }_{s} T_{l m}(\theta, \phi)$ to the spherical harmonics of $R_{4}$ is also indicated. Finally using the relationship of the Lorentz group to the conformal group of the sphere, the behavior of the ${ }_{s} T_{l m}$ under this latter group is shown to realize a representation of the Lorentz group.


## 1. INTRODUCTION

ARECENT paper by Newman and Penrose on the Bondi-Metzner-Sachs group ${ }^{1}$ features a new differential operator, ${ }^{2}$ symbolized by ס ("edth," the phonetic symbol for the hard "th"), and a related class of functions ${ }_{s} Y_{l m}(\theta, \phi)$, all defined on a sphere, in a central formal role. It is the purpose of the present paper to study $\partial$ and these generalized spherical functions and to relate them to more familiar structures.
In Sec. 2, we review previous work and give some further geometrical interpretation of thop as well as

[^0]an illustration of the suitability of $\partial$ and the ${ }_{s} Y_{l m}(\theta, \phi)$, $s=1,0,-1$, in the manipulation of Maxwell's equations. In Sec. 3, we introduce and develop the formalism which allows one to view $\partial$ as a thinly disguised angular-momentum lowering operator and to relate the ${ }_{s} Y_{l m}(\theta, \phi)$ to the elements of the representation matrices of the rotation group $R_{3}$. This work was on the one hand motivated by inspection of the results reviewed in Sec. 2 and on the other hand allows a simple rederivation and ready extensions of such results. As an adjunct to this section, the relationship of ${ }_{s} Y_{l m}(\theta, \phi)$ to the spherical harmonics of $R_{4}$, i.e., those functions which carry the representations of $R_{4}$ defined on the unit sphere in four dimensions, is briefly indicated. In Sec. 4, we discuss the wellknown relationship of the Lorentz group to the conformal group of the sphere and determine the behavior of the ${ }_{s} Y_{l m}$ under the conformal group, thereby realizing a representation of the Lorentz group of somewhat unusual appearance.

## 2. SUMMARY OF PREVIOUS WORK

In this section we discuss some of the previous work ${ }^{1}$ on the differential operator $ð$ and the spin-s spherical harmonics ${ }_{s} Y_{l m}$.
In three-dimensional Euclidean space with polar coordinates $r, \theta, \phi$, we introduce an orthonormal $\operatorname{triad} \mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ of vector fields. The vectors $\mathbf{a}$ and $\mathbf{b}$ are tangent to the sphere of radius $r$ at each of its points while $\mathbf{c}$ is in the direction of the radius vector $\mathbf{r}$. Of course $\mathbf{a}$ and $\mathbf{b}$ are only defined up to a rotation of angle $\psi$ about $\mathbf{c}$. It is very convenient to introduce in place of $\mathbf{a}$ and $\mathbf{b}$ the complex vector $\mathbf{m}$ and its complex conjugate $\overline{\mathbf{m}}$ by means of

$$
\begin{equation*}
\sqrt{2} \mathbf{m}=\mathbf{a}+i \mathbf{b} \tag{2.1}
\end{equation*}
$$

then $\mathbf{m}$ is defined up to a phase factor, i.e., $\mathbf{m}^{\prime}=e^{i \varphi} \mathbf{m}$. A quantity $\eta$ is now said to be of (integral) spinweight $s$ if, under (2.1), it transforms according to

$$
\begin{equation*}
\eta^{\prime}=e^{i s w} \eta . \tag{2.2}
\end{equation*}
$$

Examples of quantities of spin weights $s=1,0,-1$, respectively, are

$$
\mathbf{A} \cdot \mathbf{m}, \mathbf{A} \cdot \mathbf{c}, \mathbf{A} \cdot \overline{\mathbf{m}},
$$

where $\mathbf{A}$ is any vector. More generally, examples of quantities of spin-weight $s$ are furnished by threedimensional tensors of rank $n$ contracted $k_{1}, k_{2}$, and $k_{3}$ times with $\mathbf{m}, \mathbf{c}$, and $\overline{\mathbf{m}}$, respectively, where $k_{1}-k_{3}=s, k_{1}+k_{2}+k_{3}=n$. We adopt the convention that the real and imaginary parts of $m$ point along the coordinate lines and hence transform according to (2.2) under coordinate transformations.

The differential operator $\partial$, acting on a quantity $\eta$ of spin-weight $s$, is defined by

$$
\begin{equation*}
\partial \eta=-(\sin \theta)^{s}\left[\frac{\partial}{\partial \theta}+i \csc \theta \frac{\partial}{\partial \phi}\right](\sin \theta)^{-s} \eta . \tag{2.3}
\end{equation*}
$$

Since one has

$$
\begin{equation*}
(\partial \eta)^{\prime}=e^{i(s+1) w}(\partial \eta), \tag{2.4}
\end{equation*}
$$

it is seen that $ð$ has the important property of raising the spin weight by 1 . Similarly if one defines $\bar{\partial}$ by

$$
\begin{equation*}
\bar{\partial} \eta=-(\sin \theta)^{-s}\left[\frac{\partial}{\partial \theta}-i \csc \theta \frac{\partial}{\partial \phi}\right](\sin \theta)^{s} \eta \tag{2.3a}
\end{equation*}
$$

with $\eta$ here also a quantity of spin-weight $s$, one can see that $\bar{\partial}$ lowers the spin weight by 1 . Also one has

$$
(\bar{\partial} \partial-\partial \bar{ठ}) \eta=2 s \eta .
$$

Of importance too is the effect of $ð$ on ordinary spherical harmonics:

$$
Y_{l m}(\theta, \phi), \quad-l \leq m \leq l, \quad l=0,1,2, \cdots
$$

Indeed we can define spin-s spherical harmonics
${ }_{s} Y_{l m}$ for integral $s, l$, and $m$ by

$$
\begin{align*}
{ }_{s} Y_{l m}(\theta, \phi)= & {[(l-s)!/(l+s)!]^{\frac{1}{2} \partial^{s}} Y_{l m}(\theta, \phi) } \\
& 0 \leq s \leq l, \\
= & {[(l+s)!/(l-s)!]^{\frac{1}{2}}(-)^{s} \bar{\partial}^{-s} Y_{l m}(\theta, \phi), } \\
& -l \leq s \leq 0 \tag{2.5}
\end{align*}
$$

The ${ }_{s} Y_{l m}$ (which are not defined for $|s|>l$ ) form a complete orthonormal set for each value of $s$; i.e., any spin-weight $s$ function can be expanded in a series in ${ }_{s} Y_{l m}$. The spin-s spherical harmonics have the further properties:
${ }_{s} \bar{Y}_{l m}=(-)^{-s} Y_{l m}$,

$$
\begin{align*}
\grave{\partial}_{s} Y_{l m} & =[(l-s)(l+s+1)]^{\frac{1}{s+1}} Y_{l m},  \tag{ii}\\
\bar{\partial}_{s} Y_{l m} & =-[(l+s)(l-s+1)]^{\frac{1}{s}}{ }_{s-1} Y_{l m},  \tag{iii}\\
\bar{\partial}_{s} Y_{l m} & =-(l-s)(l+s+1)_{s} Y_{l m}
\end{align*}
$$

Thus $\delta$ and $\bar{\partial}$ act as raising and lowering operators on the "quantum number" $s$, and the ${ }_{s} Y_{l m}$ are eigenfunctions of $\bar{\partial} ð$.

For many computations, a more convenient coordinate system for the sphere is the set of complex stereographic coordinates ( $\zeta, \bar{\zeta}$ ) which are introduced by

$$
\begin{equation*}
\zeta=e^{i \phi} \cot \frac{1}{2} \theta . \tag{2.9}
\end{equation*}
$$

$\partial$ and $\bar{\partial}$ become

$$
\begin{align*}
ð \eta & =2 P^{1-s}\left[\partial\left(P^{s} \eta\right) / \partial \zeta\right],  \tag{2.10}\\
\bar{\delta} \eta & =2 P^{1+s}\left[\partial\left(P^{-s} \eta\right) / \partial \bar{\zeta}\right],
\end{align*}
$$

with $P=\frac{1}{2}(1+\zeta \bar{\zeta})$. In the $(\zeta, \bar{\zeta})$ system, the spin-s spherical harmonics take the form

$$
\begin{align*}
{ }_{s} Y_{l m} & =\frac{a_{l m}}{[(l-s)!(l+s)!]^{\frac{1}{2}}}(1+\zeta \bar{\zeta})^{-l} \\
& \times \sum_{p}\binom{l-s}{p}\binom{l+s}{p+s-m} \zeta^{p}(-\bar{\zeta})^{p+s-m}, \tag{2.11}
\end{align*}
$$

with

$$
\begin{equation*}
a_{l m}=(-)^{l-m}[(l+m)!(l-m)!(2 l+1) / 4 \pi]^{\frac{1}{2}} . \tag{2.12}
\end{equation*}
$$

Expression (2.11) applies also to "spinor harmonics" for which $l, m$, and $s$ are all half-odd integers.
$ð$ can be related to covariant differentiation in the following manner: using coordinates on the sphere such that the metric takes the form ${ }^{3}$

$$
d s^{2}=P^{-2} d \zeta d \bar{\zeta}
$$

we introduce two complex vectors $m^{\alpha}=\sqrt{2} P \delta_{\xi}^{\alpha}$, $\bar{m}^{\alpha}=\sqrt{2} \delta_{\zeta}^{\alpha}, \alpha=\zeta, \bar{\zeta}$. From a spin-weight $s$ quantity $\eta$, we can define a totally symmetric and trace-free

[^1]tensor of rank $s$,
$$
\eta_{(\alpha \cdots \beta)}=\eta \bar{m}_{\alpha} \cdots \bar{m}_{\beta}+\bar{\eta} m_{\alpha} \cdots m_{\beta}
$$
with the inverse relations
$$
\eta=\eta_{(\alpha \cdots \beta)} m^{\alpha} \cdots m^{\beta} ; \bar{\eta}=\eta_{(\alpha \cdots \beta)} \bar{m}^{\alpha} \cdots \bar{m}^{\beta}
$$

It is now easy to prove

$$
\begin{equation*}
\partial \eta=\sqrt{2} \eta_{(\alpha \cdots \beta) ; \gamma} m^{\alpha} \cdots m^{\beta} m^{\gamma} \tag{2.13}
\end{equation*}
$$

As a simple example illustrating the use of $\partial$ and the ${ }_{s} Y_{l m}$, we consider the Maxwell equations

$$
\begin{gather*}
\boldsymbol{\nabla} \cdot(\mathbf{E}+i \mathbf{B})=0 \\
\boldsymbol{\nabla} \wedge(\mathbf{E}+i \mathbf{B})-i(\partial / \partial t)(\mathbf{E}+i \mathbf{B})=0 \tag{2.14}
\end{gather*}
$$

The quantities ${ }^{4}$

$$
\begin{align*}
G_{+} & =(\mathbf{E}+i \mathbf{B}) \cdot \mathbf{m} \\
G_{0} & =(\mathbf{E}+i \mathbf{B}) \cdot \mathbf{c}  \tag{2.15}\\
G_{-} & =(\mathbf{E}+i \mathbf{B}) \cdot \overline{\mathbf{m}}
\end{align*}
$$

of spin weight 1,0 , and -1 , respectively, can be shown from (2.14) to satisfy the equations

$$
\begin{align*}
&\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial r}\right) r^{2}\left(\frac{\partial}{\partial t}-\frac{\partial}{\partial r}\right) r G_{+}-\partial \bar{\partial}_{r} G_{+}=0  \tag{2.16a}\\
&\left(\frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial r^{2}}\right) r^{2} G_{0}-{\bar{\partial} \partial_{r} G_{0}}=0  \tag{2.16b}\\
&\left(\frac{\partial}{\partial t}-\frac{\partial}{\partial r}\right) r^{2}\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial r}\right) r G_{-}-\partial \partial_{r} G_{-}=0 \tag{2.16c}
\end{align*}
$$

in which the quantities $G_{+}, G_{0}, G_{-}$are already uncoupled. If we assume solutions of these equations of the form

$$
\begin{align*}
r G_{+} & =F_{+}(\mathbf{r}, t)_{1} Y_{l m}(\theta \phi) \\
r^{2} G_{0} & =F_{0}(\mathbf{r}, t)_{0} Y_{l m}(\theta \phi)  \tag{2.17}\\
r G_{-} & =F_{-}(\mathbf{r}, t)_{-1} Y_{l m}(\theta \phi)
\end{align*}
$$

it is seen from Eqs. (2.7) and (2.8) that

$$
\begin{array}{r}
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial r}\right) r^{2}\left(\frac{\partial}{\partial t}-\frac{\partial}{\partial r}\right) F_{+}+(l-1)(l+2) F_{+}=0 \\
\left(\frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial r^{2}}\right) F_{0}+\frac{1}{r^{2}} l(l+1) F_{0}=0 \\
\left(\frac{\partial}{\partial t}-\frac{\partial}{\partial r}\right) r^{2}\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial r}\right) F_{-}+(l-1)(l+2) F_{-}=0 \tag{2.18}
\end{array}
$$

the dependence on angular variables having canceled out. These latter equations can be solved by a variety of standard techniques, though it is not our purpose to go into this question here.

[^2]The main point to be made is that Maxwell's equations or more generally vector equations can be simply solved in terms of the ${ }_{s} Y_{l m}$ instead of the cumbersome apparatus of the vector spherical harmonics. ${ }^{5}$

## 3. RELATIONSHIP TO $R_{3}$ AND $R_{4}$

In this section, we identify the functions ${ }_{s} Y_{l m}$ with the elements of the matrices of the representation $D^{l}$ of the ordinary rotation group $R_{3}$, and relate $\partial$ to an ordinary angular-momentum raising operator. We thereby obtain the principal properties of the ${ }_{s} Y_{l m}$ and $\partial$ as transcriptions of results familiar in the theory of angular momentum.

We proceed first to the above mentioned identification of the ${ }_{s} Y_{l m}$. For our purpose it is convenient to have an explicit definition of ${ }_{s} Y_{l m}(\theta, \phi)$ rather than the expression in terms of stereographic coordinates given in Eq. (2.11). By direct substitution of (2.9) we obtain ${ }^{6}$
${ }_{s} Y_{l m}(\theta, \phi)=\left[\frac{(l+m)!(l-m)!}{(l+s)!(l-s)!} \frac{(2 l+1)}{4 \pi}\right]^{\frac{1}{2}}(\sin \theta / 2)^{2 l}$
$\times \sum_{r}\binom{l-s}{r}\binom{l+s}{r+s-m}(-)^{l-r-s} e^{i m \phi}(\cot \theta / 2)^{2 r+s-m}$.

Now we give ${ }^{7}$ careful definitions of and appropriate explicit formulas for the elements of the matrix $D^{l}$, of the representation of $R_{3}$ associated with total angular momentum $l$. If a spatial rotation $R$ of angle $\omega$ about a unit vector $\mathbf{n}$ is given by

$$
\begin{gather*}
x^{k} \rightarrow x^{\prime k}=R^{k l} x^{l} \\
R^{k l}=\delta^{k l} \cos \omega+n^{k} n^{l}(1-\cos \omega)-\epsilon^{k l m} \sin \omega \tag{3.2}
\end{gather*}
$$

then the matrix $D^{l}$ may be defined by its action on spherical harmonics

$$
\begin{align*}
Y_{l m}(\hat{\mathbf{x}}) & =\langle\hat{\mathbf{x}}| l m) \rightarrow Y_{l m}\left(\hat{\mathbf{x}}^{\prime}\right) \\
\hat{\mathbf{x}} & =(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)  \tag{3.3}\\
Y_{l m}\left(\hat{\mathbf{x}}^{\prime}\right) & =\sum_{m^{\prime}} Y_{l m^{\prime}}(\mathbf{x}) D_{m^{\prime} m}^{l}\left(R^{-1}\right)
\end{align*}
$$

[^3]If we define a rotation $R(\alpha, \beta, \gamma)$ of Euler angles $\alpha, \beta, \gamma$ as being composed of ${ }^{8} \gamma$ about $O Z$ followed by $\beta$ about $O Y$ and then $\alpha$ about $O Z$ we have

$$
\begin{align*}
D_{m^{\prime} m}^{l}(\alpha, \beta \gamma) & \equiv D_{m^{\prime} m}^{l}\left(R(\alpha \beta \gamma)^{-1}\right)  \tag{3.4}\\
& =e^{i m^{\prime} \gamma^{\prime}} d_{m^{\prime} m}^{l}(\beta) e^{i m x} .
\end{align*}
$$

Following Wigner, ${ }^{9}$ in principle if not in detail, we employ the relationship of $R_{3}$ to $S U_{2}$ in order to give an explicit formula for $D_{m^{\prime} m}^{l}(\alpha \beta \gamma)$. If the element $A$ of $S U_{2}$ acts on a two-component spinor $w=\left({ }_{v}^{u}\right)$, where

$$
\begin{equation*}
u=e^{i \phi / 2} \cos \frac{1}{2} \theta, \quad v=e^{-i \phi / 2} \sin \frac{1}{2} \theta, \tag{3.5}
\end{equation*}
$$

so that $u / v=\zeta$, according to $w \rightarrow w^{\prime}=A w$, then the correspondence of $A \in S U_{2}$ to $R \in R_{3}$ can be given in the form ${ }^{10}$

$$
\begin{gather*}
R^{k l}=\frac{1}{2} \operatorname{Tr}\left(\sigma^{k} A \sigma^{l} A^{\dagger}\right) \\
A= \pm\left(1+\sigma^{k} \sigma^{l} R^{k l}\right) /[4(1+\operatorname{Tr} R)]^{\frac{1}{2}} \tag{3.6}
\end{gather*}
$$

which allows us to obtain the image $A(\alpha \beta \gamma)$ of $R(\alpha \beta \gamma)$ in the form

$$
\begin{align*}
& A(\alpha, \beta \gamma)=\left(\begin{array}{rr}
a & b \\
-\bar{b} & \dot{a}
\end{array}\right), \quad a=e^{-\frac{1}{2} i(\alpha+\gamma)} \cos \frac{1}{2} \beta, \\
& b=e^{-\frac{1}{-} i(\alpha-\gamma)} \sin \frac{1}{2} \beta \tag{3.7}
\end{align*}
$$

Now defining

$$
\phi_{j m}(u, v)=\frac{u^{j+m} v^{j-m}}{[(j+m)!(j-m)!]^{\frac{1}{2}}}
$$

as usual we can, in agreement with Eq. (3.5), write

$$
\begin{align*}
\phi_{j m}(u, v) & \rightarrow \phi_{j m}\left(u^{\prime}, v^{\prime}\right) \\
\phi_{j m}\left(u^{\prime}, v^{\prime}\right) & =\sum_{m^{\prime}} \phi_{j m^{\prime}}(u, v) D_{m^{\prime} m}^{j}\left(A(\alpha \beta \gamma)^{-1}\right), \tag{3.8}
\end{align*}
$$

and with a little algebra obtain

$$
\begin{align*}
& D_{m^{\prime} m}^{j}(\alpha \beta \gamma) \\
& \equiv D_{m^{\prime} m}^{j}\left(A(\alpha \beta \gamma)^{-1}\right) \\
& =\left[\frac{(j+m)!(j-m)!}{\left(j+m^{\prime}\right)!\left(j-m^{\prime}\right)!}\right]^{\frac{1}{2}} \sum_{r}\binom{j+m^{\prime}}{r}\binom{j-m^{\prime}}{r-m-m^{\prime}} \\
& \times\left[\frac{(j+m)!(j-m)!}{\left(j+m^{\prime}\right)!\left(j-m^{\prime}\right)!}\right]^{\frac{1}{2}}\left(\sin \frac{1}{2} \beta\right)^{2 j} \\
& \\
& \quad \times \sum_{r}\binom{j+m^{\prime}}{r}\binom{j-m^{\prime}}{r-m-m^{\prime}}(-)^{j+m^{\prime}-r} \\
&  \tag{3.9}\\
& \quad \times e^{i m x}\left(\cot \frac{1}{2} \beta\right)^{2 r-m-m^{\prime}} e^{i m^{\prime} \gamma} .
\end{align*}
$$

[^4]We may now insert $\alpha=\phi, \beta=\theta, j=l, m^{\prime}=-s$ into Eq. (3.9) and, by comparison with Eq. (3.3) obtain

$$
\begin{equation*}
{ }_{s} Y_{l m}(\theta \phi) e^{-i s \gamma}=[(2 l+1) / 4 \pi] D_{-s m}^{l}(\phi \theta \gamma), \tag{3.10}
\end{equation*}
$$

so that for $\gamma=0$ we can make the promised identification

$$
\begin{equation*}
{ }_{s} Y_{l m}(\theta \phi)=[(2 l+1) / 4 \pi]^{\frac{1}{2}} D_{-s m}^{l}(\phi \theta 0) . \tag{3.11}
\end{equation*}
$$

Note that for $s=0$, we have

$$
{ }_{0} Y_{l m}(\theta \phi)=[(2 l+1) / 4 \pi]^{\frac{1}{2}} D_{0 m}^{l}(\phi \theta 0)=Y_{l m}(\theta \phi),
$$

so that the spin-s spherical harmonics with spin weight $s=0$ are exactly the ordinary spherical harmonics. It may also be noted that our procedure extends the definition of spin-s spherical harmonics to the case of $s$ half-integral.

Now the functions $D_{m^{\prime} m}^{t}(\alpha \beta \gamma)$ provide ${ }^{11}$ a complete orthonormal basis for functions defined on $R_{3}$, so that orthogonality and completeness relations for ${ }_{s} Y_{l m}(\theta, \phi)$ follow easily. The orthogonality relations

$$
\begin{array}{r}
\int_{0}^{2 \pi} d \alpha \int_{-1}^{1} d \cos \beta \int_{0}^{2 \pi} d \gamma \bar{D}_{-s m}^{l}(\alpha \beta \gamma) D_{-s^{\prime} m^{\prime}}^{l^{\prime}}(\alpha \beta \gamma) \\
=\left[8 \pi^{2} /(2 l+1)\right] \delta_{l l^{\prime}} \delta_{m m^{\prime}} \delta_{s s^{\prime}} \tag{3.12}
\end{array}
$$

translate, by use of Eq. (3.10) and relabeling, into
$\int_{0}^{2 \pi} d \phi \int_{-1}^{1} d \cos \theta_{s} \bar{Y}_{l m}(\theta \phi)_{s} Y_{l^{\prime} m^{\prime}}(\theta \phi)=\delta_{l l^{\prime}} \delta_{m m^{\prime}}$.
It is noteworthy that we obtain in this way only an orthogonality relation involving spin-s spherical harmonics of the same spin weight. Orthogonality of the $D_{-s m}^{l}$ with respect to $s$ in Eq. (3.12) is of course associated with the variable $\gamma$ which is absent in Eq. (3.13). Also from the completeness relation
\% $\sum_{l m m^{\prime}} \bar{D}_{m^{\prime} m}^{l}(\alpha \beta \gamma) D_{m^{\prime} m}^{l}\left(\alpha^{\prime} \beta^{\prime} \gamma^{\prime}\right)$

$$
\begin{equation*}
=8 \pi^{2} /(2 l+1) \delta\left(\alpha-\alpha^{\prime}\right) \delta\left(\cos \beta-\cos \beta^{\prime}\right) \delta\left(\gamma-\gamma^{\prime}\right) \tag{3.14}
\end{equation*}
$$

we can prove, by evaluating

$$
\int_{0}^{2 \pi} d \gamma e^{-i s \gamma}(\cdots)
$$

(where $s$ is any integer) on both sides, that we have a completeness relation

$$
\begin{equation*}
\sum_{l m} \bar{Y}_{l m}(\theta \phi)_{s} Y_{l m}\left(\theta^{\prime} \phi^{\prime}\right)=\delta\left(\phi-\phi^{\prime}\right) \delta\left(\cos \theta-\cos \theta^{\prime}\right) \tag{3.15}
\end{equation*}
$$

for each integral value of $s$. Thus for each integral $s$ the function ${ }_{s} Y_{l m}(\theta \phi)$ form according to Eqs. (3.13) and (3.15) a complete orthonormal set of functions on the unit sphere with respect to which any function of spin-weight $s$ defined on the unit sphere can be expanded.

[^5]We turn now to the use of Eqs. (3.10) and (3.11) to motivate the association of $\partial$ with an angular-momentum raising operator. We set out from the observation, familiar from the theory of the symmetric top, that if one defines operators $L_{z}, L_{ \pm}$,

$$
\begin{align*}
& L_{z}=-i \frac{\partial}{\partial \alpha} \\
& L_{ \pm}= \pm e^{ \pm i \alpha}\left(\frac{\partial}{\partial \beta} \pm i \cot \beta \frac{\partial}{\partial \alpha} \pm i \csc \beta \frac{\partial}{\partial \gamma}\right) \tag{3.16}
\end{align*}
$$

which obey the commutation relations

$$
\left[L_{z}, L_{ \pm}\right]= \pm L_{ \pm}, \quad\left[L_{+}, L_{-}\right]=2 L_{z}
$$

of angular momentum, then for each allowed value of $s, D_{-s m}^{l}(\alpha \beta \gamma)$ behaves like an eigenvector $|l m\rangle$, i.e.,

$$
\begin{align*}
& \mathbf{L}^{2} D_{-s m}^{l}=l(l+1) D_{-s m}^{l} \\
& L_{z} D_{-s m}^{l}=m D_{-s m}^{l}, \\
& L_{ \pm} D_{-s m}^{l}=[(l \mp m)(l \pm m+1)] D_{-s m \pm 1}^{l} \tag{3.17}
\end{align*}
$$

We do not relate $L_{+}$to $\partial$, of course, but instead define a second angular-momentum operator $K$, which commutes with $\mathbf{L}$, and with respect to which $D_{-s m}^{l}$ behaves like an eigenvector $|l s\rangle$ for each allowed value of $m$. The way to define $\mathbf{K}$ follows easily from the symmetry of $D_{-s m}^{l}(\alpha, \beta, \gamma)$ with respect to $m, \alpha$ on the one hand and $s-\gamma$, on the other. Thus, we define

$$
\begin{align*}
& K_{z}=i \frac{\partial}{\partial \gamma} \\
& K_{ \pm}= \pm e^{ \pm i \gamma}\left(\frac{\partial}{\partial \beta} \pm i \cot \beta \frac{\partial}{\partial \gamma} \pm i \csc \beta \frac{\partial}{\partial \alpha}\right) \tag{3.18}
\end{align*}
$$

and deduce

$$
\begin{gathered}
{\left[K_{z}, K_{ \pm}\right]= \pm K_{ \pm}, \quad\left[K_{+}, K_{-}\right]=2 K_{z}} \\
{[\mathbf{L}, \mathbf{K}]=0,}
\end{gathered}
$$

and

$$
\begin{align*}
\mathbf{K}^{2} D_{-s m}^{l} & =l(l+1) D_{l}^{-s m} \\
K_{z} D_{-s m}^{l} & =s D_{-s m}^{l} \\
K_{ \pm} D_{-s m}^{l} & =[(l \mp s)(l \pm s+1)]^{\frac{1}{l}} D_{-(s \pm 1) m}^{l} \tag{3.19}
\end{align*}
$$

We are now in a position to make explicit the relationship of $K_{+}$to $\delta$. When acting on $D_{-s m}^{l}$ the operator $K_{+}$can be written in the form

$$
\begin{align*}
K_{+} & =e^{-i \gamma}\left(\frac{\partial}{\partial \beta}-i s \cot \beta+i \csc \beta \frac{\partial}{\partial \alpha}\right) \\
& =e^{-i \gamma}(\sin \beta)^{s}\left(\frac{\partial}{\partial \beta}+i \csc \beta \frac{\partial}{\partial \alpha}\right)(\sin \beta)^{-s} \tag{3.20}
\end{align*}
$$

so that

$$
\begin{equation*}
\left.\left[K_{+} D_{-s m}^{l}\right]_{\alpha=\phi, \beta=\theta, \gamma=0}=ð D_{-s m}^{l} \mid \phi \theta 0\right) \tag{3.21}
\end{equation*}
$$

follows in accordance with Eq. (3.1). Thus $K_{+}$is the differential operator to which the operator $\partial$ is more closely related. The reason that $\delta$ is not defined as a differential operator by Newman and Penrose stems
from the fact that they work only with ${ }_{s} Y_{l m}(\theta \phi) \sim$ $D_{-s m}^{l}(\phi \theta 0)$ rather than $D_{-s m}^{l}(\phi \theta \gamma)$, i.e., from the nonappearance of the variable $\gamma$. Of course this in turn results from the fact that such a variable is not needed by them on physical grounds. However, the properties of $\varnothing$ follow very easily from its relation to $K_{+}$. For example, from (19), (21), and (10) we get directly

$$
\begin{equation*}
\partial_{s} Y_{l m}(\theta \phi)=[(l-s)(l+s+1)]^{\frac{1}{2}}{ }_{s+1} Y_{l m}(\theta \phi), \tag{3.22}
\end{equation*}
$$

which is Eq. (3.22) of the paper by Newman and Penrose. Of course, it was results like this one which initially suggested the relationship of $s$ to a magnetic quantum number and motivated the identifications of $\delta$ with an angular-momentum operator.

Finally, it may be worthwhile here to point out the relationship of $\partial$ to representations of $R_{4}$ defined on the unit 4 -sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1$. It is well known that the generators of infinitesimal rotations of $R_{4}$ can be defined according to

$$
M_{k l}=-i\left(x_{k} \partial_{l}-x_{l} \partial_{k}\right), \quad 1 \leq k, \quad l \leq 4
$$

and replaced by a pair of commuting angular momentum operators $\mathfrak{L}, \boldsymbol{J}$ :

$$
\begin{gathered}
\mathfrak{L}_{1}=M_{23}+M_{14}, \quad \mathfrak{L}_{2}=M_{31}+M_{24}, \\
\mathfrak{L}_{3}=M_{12}+M_{34}, \\
K_{1}=M_{23}-M_{14}, K_{2}=M_{31}-M_{24}, \\
K_{3}=M_{12}-M_{34} .
\end{gathered}
$$

Now, in view of the consequence $\mathfrak{L}^{2}=\boldsymbol{K}^{2}$ of these definitions, only the subset $(l, k)$ of representations of $R_{4}$ with $l=k=0, \frac{1}{2}, 1, \cdots$ can be defined on the unit 4 -sphere with these "standard" definitions of the six infinitesimal generators. However, only these representations arise in the previous discussion. We can explicitly make contact with the formalism of the previous paragraph by introducing polar coordinates according to

$$
\begin{align*}
& x_{1}=\sin \frac{1}{2} \beta \cos \frac{1}{2}(\alpha-\gamma), \\
& x_{2}=\cos \frac{1}{2} \beta \sin \frac{1}{2}(\alpha+\gamma), \\
& x_{3}=\sin \frac{1}{2} \beta \sin \frac{1}{2}(\alpha-\gamma), \\
& x_{4}=\cos \frac{1}{2} \beta \cos \frac{1}{2}(\alpha+\gamma), \tag{3.23}
\end{align*}
$$

for then $\mathcal{L}=\mathbf{L}, \boldsymbol{K}=\mathbf{K}$ follow. Alternatively we could remark that the $D_{m^{\prime} m}^{j}\left(A^{-1}\right)$ form a complete orthonormal basis for functions defined 'on $S U(2)$.' Explicitly this latter term refers to functions of $a, b$ such that

$$
A=\left(\begin{array}{rr}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right)
$$

belongs to $\operatorname{SU}(2)$, or simply such that $|a|^{2}+|b|^{2}=1$. Now from (7) and (23), we have

$$
a=x_{2}-i x_{4}, \quad b=x_{1}-i x_{3}
$$

so that functions of $a, b$ such that

$$
|a|^{2}+|b|^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{1}^{2}=1
$$

can be read as functions defined on the unit 4 -sphere. This remark is of course what underlies the identification of the $D_{m^{\prime} m}^{j}$ with the basis of the representation ( $j, j$ ) or $R_{4}$.

It is perhaps worth emphasizing that the ${ }_{s} Y_{l m}(\theta \phi)$ or the $D_{-s m}^{l}$ play two very different roles being on the one hand closely related to matrix elements of the representation matrices of $O_{3}$ and on the other hand closely related to bases functions of certain representations of $O_{4}$.

## 4. THE LORENTZ TRANSFORMATION AND SPIN-s SPHERICAL HARMONICS

## A. Conformal Mappings

Up to this time the discussion of the spin- $s$ spherical harmonics has been based on their relationship to the rotation group. The rigid rotations are a threeparameter group of isometric mappings of the unit sphere onto itself. Thus

$$
\begin{equation*}
d s^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}=d \theta^{\prime 2}+\sin ^{2} \theta^{\prime} d \phi^{\prime 2} \tag{4.1}
\end{equation*}
$$

if the mapping $\{\theta, \phi\} \rightarrow\left\{\theta^{\prime}, \phi^{\prime}\right\}$ is a rigid rotation. In order to relate the spin-s spherical functions to the Lorentz group it is necessary to enlarge this group of homeomorphic mappings of the 2 -sphere. The mapping $\{\theta, \phi\} \rightarrow\left\{\theta^{\prime}, \phi^{\prime}\right\}$ is conformal if

$$
\begin{align*}
& d s^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2} \\
&=K^{2}\left(\theta^{\prime}, \phi^{\prime}\right)\left(d \theta^{\prime 2}+\sin ^{2} \theta^{\prime} d \phi^{\prime 2}\right) \tag{4.2}
\end{align*}
$$

Clearly the rigid rotations form that subgroup of the conformal transformations for which the conformal factor $K^{2}=1$. The conformal group, which preserves the angle between two curves and its direction, can be shown to be a six-parameter Lie group which is isomorphic to the proper homogeneous Lorentz group. ${ }^{11,12}$ The result can be easily derived and as it introduces the notation we wish to use in our discussion of spin-s spherical functions, we give the proof here.
In terms of the stereographic coordinates $\zeta=$ $e^{i \phi} \cot \theta / 2$ which were introduced in Sec. 2, the metric on the unit sphere has the form

$$
\begin{equation*}
d s^{2}=4(1+\zeta \bar{\zeta})^{-2} d \zeta d \bar{\zeta} \tag{4.3}
\end{equation*}
$$

The complex coordinate $\zeta$ defines a point in the complex plane. Therefore, the conformal transformations of the complex plane will induce the conformal transformations of the unit sphere onto itself. The only transformations with a simple pole and a simple zero at the new north and south poles,

[^6]respectively, are given by the Möbius transformation
\[

$$
\begin{equation*}
\zeta^{\prime}=(\alpha \zeta+\beta) /(\gamma \zeta+\delta) ; \quad \alpha \delta-\beta \gamma=1 \tag{4.4}
\end{equation*}
$$

\]

Applying this transformation to Eq. (4.3) we find

$$
\begin{gather*}
d s^{2}=K^{2}=K^{2}\left[4\left(1+\zeta^{\prime} \bar{\zeta}^{\prime}\right)^{-2}\right] d \zeta^{\prime} d \bar{\zeta}^{\prime}  \tag{4.5}\\
K=\frac{(\alpha \zeta+\beta)(\bar{\alpha} \bar{\zeta}+\bar{\beta})+(\gamma \zeta+\delta)(\bar{\gamma} \bar{\zeta}+\bar{\delta})}{1+\zeta \bar{\zeta}} . \tag{4.6}
\end{gather*}
$$

The complex constants $\alpha, \beta, \gamma$, and $\delta$ together with the restriction indicated in Eq. (4.4) represent six real parameters.

To show the isomorphism of Eq. (4.3) with the proper homogeneous Lorentz group, we introduce a two-dimensional complex linear vector space. Let $u_{1}$ and $u_{2}$ be the components of a vector in this space. To each transformation (4) there corresponds a transformation of $S L(2)$ as follows:

$$
\begin{equation*}
u_{1}^{\prime}=\alpha u_{1}+\beta u_{2}, \quad u_{2}^{\prime}=\gamma u_{1}+\delta u_{2}, \tag{4.7}
\end{equation*}
$$

as can be seen by the identification $\zeta=u_{1} / u_{2} . S L(2)$ furnishes a double covering of the conformal transformation exactly as it furnishes a double covering of the proper homogeneous Lorentz group. Thus the required isomorphism is established.

## B. The Irreducible Representations $\mathfrak{D}^{\left(j_{1}\right)\left(j_{2}\right)}$

If $\xi$ and $\eta$ are two independent basis vectors in the two-dimensional spinor space [the space of vectors ( $u_{1}, u_{2}$ ) which satisfy the transformation law (4.7)], then a basis for the linear vector space defining the irreducible representation of the Lorentz group denoted by ${ }^{12} \mathscr{D}^{\left(j_{1}\right)\left(j_{2}\right)}$ is given by

$$
\begin{gather*}
\left(\xi^{2 j_{1}-m_{1}} \eta^{m_{1}}\right)\left(\bar{\xi}^{2 j_{2}-m} \bar{\eta}^{2 m_{2}}\right), \\
0 \leq m_{1} \leq 2 j_{1}, \quad 0 \leq m_{2} \leq 2 j_{2} . \tag{4.8}
\end{gather*}
$$

The parentheses indicate complete symmetrization of the factors. This linear vector space is $\left(2 j_{1}+1\right)$ $\left(2 j_{2}+1\right)$ dimensional. Therefore, an arbitrary vector in this space is determined by $\left(2 j_{1}+1\right)\left(2 j_{2}+1\right) \times$ numbers $a_{m_{1}, m_{2}}$. The transformation (4) which maps ( $u_{1}, u_{2}$ ) into ( $u_{1}^{\prime}, u_{2}^{\prime}$ ) induces a corresponding mapping of the components $a_{m_{1}, m_{2}}$ into components $a_{m_{1}, m_{2}}^{\prime}$. By considering the transformation of the quantities

$$
\begin{align*}
&\left(u_{1}^{\prime}\right)^{2 j_{1}-m_{1}}\left(u_{2}^{\prime}\right)^{m_{1}}\left(\bar{u}_{1}^{\prime}\right)^{2 j_{2}-m_{2}}\left(\bar{u}_{2}^{\prime}\right)^{m_{2}} \\
&=\left(\alpha u_{1}+\beta u_{2}\right)^{2 j_{1}-m_{1}}\left(\gamma u_{1}+\delta u_{2}\right)^{m_{1}} \\
&\left(\bar{\alpha} \bar{u}_{1}+\bar{\beta} \bar{u}_{2}\right)^{2 j_{2}-m_{2}}\left(\bar{\gamma} u_{1}+\overline{u_{2}} \bar{u}^{m_{2}}\right. \\
&= \sum_{n_{1}=0}^{2 j_{2}} \sum_{n_{2}=0}^{2 j_{2}=A_{m_{1} m_{2}: n_{1} n_{2}}^{\left(j_{1}\right)\left(j_{1}\right)} u_{1}^{2 j_{1}-n_{1}} u_{2}^{n_{1}} \bar{u}_{1}^{2 j_{2}-n_{2}} \bar{u}_{2}^{n_{2}},} \tag{4.9}
\end{align*}
$$

we establish the transformation

$$
\begin{equation*}
a_{m_{1} m_{2}}^{\prime}=\sum_{n_{1}=0}^{2 j_{1}} \sum_{n_{2}=0}^{2 j_{2}} A_{m_{1} m_{2} ; n_{1} n_{2}}^{\left(j_{1}\right)\left(j_{2}\right)} a_{n_{1} n_{2}} \tag{4.10}
\end{equation*}
$$

[^7]
## C. The Transformation of the Spin-s Spherical Harmonics

Consider the set of functions

$$
\begin{gather*}
{ }_{s} Z_{m_{1} m_{2}}^{L}=(1+\zeta \bar{\zeta})^{-L} \zeta^{L-s-m_{1}} \bar{\zeta}^{L+s-m_{2}} \\
|s| \leq L, \quad 0 \leq m_{1} \leq L-s, \quad 0 \leq m_{2} \leq L+s \tag{4.11}
\end{gather*}
$$

Applying the transformation (4.4), we get for the transformed set

$$
\begin{align*}
{ }_{s_{m_{1} m_{2}}^{\prime}=}^{L^{i s}}= & \left.K^{L}(1+\zeta \bar{\zeta})^{L}\right]\left\{(\alpha \zeta+\beta)^{L-m_{1}}(\alpha \zeta+\delta)^{m_{1}}\right. \\
& \left.\times(\bar{\alpha} \bar{\zeta}+\bar{\beta})^{L+s-m_{2}}(\bar{\zeta} \bar{\zeta}+\bar{\delta})^{m_{2}}\right\} \tag{4.12}
\end{align*}
$$

with

$$
\begin{aligned}
\frac{1}{1+\zeta^{\prime} \bar{\zeta}^{\prime}} & =\frac{(\gamma \zeta+\delta)(\bar{\gamma} \bar{\zeta}+\bar{\delta})}{K(1+\zeta \bar{\zeta})} \\
e^{i \lambda} & =\frac{\gamma \zeta+\delta}{\bar{\gamma}^{\bar{\zeta}}+\bar{\delta}}
\end{aligned}
$$

and $K$ given by Eq. (4.6). Comparing (4.12) with Eq. (4.9) and (4.10), we find that

$$
{ }_{s} Z_{m_{1} m_{2}}^{\prime L}=K^{-L} e^{i s \lambda} \sum_{n_{1}=0}^{L-s} \sum_{n_{2}=0}^{L+s} A_{m_{1} m_{2} ; n_{1} n_{2}}^{\left[\frac{1}{[2}(L-s)\right]\left[\frac{1}{2}(L+s)\right]}{ }_{s} Z_{n_{1} n_{2}}^{L}
$$

Therefore, up to the conformal factor $K^{-L} e^{i s \lambda}$, the functions ${ }_{s} Z_{m_{1} m_{\mathbf{g}}}^{L}$ transform under the $\mathscr{D}^{\left[\frac{1}{2}(L-s)\right]\left[\frac{1}{2}(L+s)\right]}$ irreducible representation of the Lorentz group.

Clearly these functions do not form an orthonormal set of functions on the sphere for fixed $s$. Indeed, for all $L>|s|$ they form a redundant set of functions for definite spin-weight $s$. However, the spin-s spherical
harmonics ${ }_{s} Y_{l m}$ do form an orthonormal set for fixed $s$. It is easy to show that for $l \leq L$ the ${ }_{s} Y_{l m}$ are given uniquely by the ${ }_{s} Z_{m^{\prime} m}^{L}$ :

$$
\begin{align*}
&{ }_{s} Y_{l m}=\sum_{m_{1}=0}^{L-s} \sum_{m_{2}=0}^{L+s}{ }_{s} B_{l m}^{L m_{1} m_{2}} Z_{m_{1} m_{2}}^{L},  \tag{4.13}\\
& s \leq l \leq L, \quad|m| \leq l ; \\
&{ }_{s} B_{l m}^{L m_{1} m_{2}}= \frac{a_{l m}}{[(l-s)!(l+s)!]^{\frac{1}{2}}} \sum_{p=0}^{p_{m}}(-1)^{p+s-m}\binom{l-s}{p} \\
& \times\binom{ l+s}{p+s-m}\binom{L-l}{L-s-m_{1}-p} \\
& \times \delta_{m_{2}, m_{1}+s+m},  \tag{4.14}\\
& p_{m}= \min \left\{L-s-m_{1}, l-s, l+m\right\} \tag{4.14a}
\end{align*}
$$

and the $a_{l m}$ are the constants defined in Eq. (2.11).
For fixed $s$ and $L$ the coefficients ${ }_{s} B_{l m}^{L m_{1} m_{2}}$ form a nonsingular
$(L-s+1)(L+s+1) \times(L-s+1)(L+s+1)$ matrix $\left[(l, m),\left(m_{1}, m_{2}\right)\right]$ connecting the ${ }_{s} Z_{m_{1} m_{2}}^{L}$ to the ${ }_{s} Y_{l m}$. Since the ${ }_{s} Z_{m_{1} m_{2}}^{L}$ transform under the

$$
\mathfrak{D}^{\left[\frac{1}{2}(L-s)\right]\left[\frac{1}{2}(L+s)\right]}
$$

representation of the Lorentz group up to the factor $K^{-L} e^{i l \lambda}$, it follows that the ${ }_{s} Y_{l m}(|s| \leq l \leq L$ and $|m| \leq l)$ transform under an equivalent representation up to the same factor.

The above results hold both for $L$ and $s$ integral, or half-integral.
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the nonlinear field equations of general relativity permit only the first set of these constants to exist and then only in asymptotically flat space-times. It is well known ${ }^{2}$ that constants of the motion generate an invariant transformation, and conversely, that the
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## 1. INTRODUCTION

ANEW set of conserved quantities for free massless fields has been discovered by Newman and Penrose. ${ }^{1}$ For linear field theories, an infinite hierarchy of such conserved quantities can be defined. However,

[^10]${ }^{1}$ E. T. Newman and R. Penrose, Phys. Rev. Letters 15, 231 (1965).
the nonlinear field equations of general relativity permit only the first set of these constants to exist and then only in asymptotically flat space-times. It is well known ${ }^{2}$ that constants of the motion generate an invariant transformation, and conversely, that the

[^11]generator of an invariant transformation is conserved. Therefore, it is natural to ask for the invariant transformation generated by these Newman-Penrose ( $\mathrm{N}-\mathrm{P}$ ) constants of the motion.

In this paper, a preliminary attempt is made to answer the above question. The $\mathrm{N}-\mathrm{P}$ constants are defined by integration over a two-dimensional closed surface. Thus, the integral can be defined by a skew tensor (or more generally, a complex) which is a superpotential associated with the transformation. Such a superpotential results from a transformation law which contains arbitrary functions. ${ }^{2}$ In Sec. 2 we sketch the relationship between an invariant transformation, the associated conservation law, and the resulting superpotential. The electromagnetic field is the best known example of a linear field theory which exhibits the essential properties to be found in all linear massless free fields. Therefore, Sec. 3 contains the explicit derivation of the $\mathrm{N}-\mathrm{P}$ constants for the Maxwell field and a discussion of their transformation properties. The superpotentials are constructed in Sec. 4 and a discussion of the suggested invariant transformation is given.

## 2. INVARIANT TRANSFORMATIONS AND SUPERPOTENTIALS

Whenever a set of field equations can be derived from an action principal, ${ }^{3}$

$$
\delta \int \mathfrak{L}\left(y_{A}, y_{A, \mu}\right) d^{4} x=0
$$

the conservation laws associated with an invariant transformation can be derived by Noether's theorems. In the following, we essentially give the discussion of Trautman. ${ }^{2}$

Let the invariant transformation be given by

$$
\begin{equation*}
\bar{\delta} y_{A}=u_{A j}^{v} \xi^{j}{ }_{v}+w_{A j} \xi^{j} \tag{2.1}
\end{equation*}
$$

The $n$ quantities $\xi^{j}(x)$ are the descriptors of the transformation and in general may be a set of arbitrary functions or may simply depend on a finite number of parameters.

For Eq. (1) to define an invariant transformation, the Lagrangian must satisfy

$$
\begin{equation*}
\bar{\delta} \mathbb{L}=Q_{, \rho}^{\rho}=-L^{A} \bar{\delta} y_{A}+\left(\frac{\partial \mathcal{L}}{\partial y_{A, \rho}} \bar{\delta} y_{A}\right)_{, \rho} \tag{2.2}
\end{equation*}
$$

[^12]Define

$$
\begin{align*}
& L^{4} \stackrel{\text { def }}{=}\left(\frac{\partial \mathcal{L}}{\partial y_{A, \rho}}\right)_{, \rho}-\frac{\partial \mathbb{L}}{\partial y_{A}}  \tag{2.3}\\
& t^{\rho} \stackrel{\text { def }}{=} Q^{\rho}-\bar{\delta} y_{A} \frac{\partial \mathbb{L}}{\partial y_{A, \rho}}
\end{align*}
$$

Then from (2.2) we have

$$
\begin{equation*}
t_{, \rho}^{\rho}=-\bar{\delta} y_{A} L^{A} \tag{2.4}
\end{equation*}
$$

and whenever the field equations are satisfied, $L^{A}=0, t^{\rho}$ satisfies a local conservation law

$$
\begin{equation*}
t_{, \rho}^{\rho}=0 \tag{2.5}
\end{equation*}
$$

By integrating (2.5) over a suitable four-dimensional domain which extends to spatial infinity, we can define

$$
\begin{equation*}
C=\int_{\sigma} t^{\rho} d \sigma_{\rho} \tag{2.6}
\end{equation*}
$$

as a constant of the motion if the flux at infinity vanishes. Note that in (2.6), $\sigma$ is a three-dimensional open spacelike domain.

If the descriptors depend on a finite member of the parameters, there will be one such conserved quality defined for each parameter. However, the situation is markedly different if the $\xi^{j}$ are arbitrary functions. By the substitution of Eq. (2.1) into the right-hand side of (2.4), we obtain

$$
\begin{equation*}
\left(t^{\rho}+u_{A j}^{\rho} L^{A} \xi^{j}\right)_{, \rho}=\left[\left(u_{A j}^{\rho} L^{A}\right)_{, \rho}-w_{A j} L^{A}\right] \xi^{j} \tag{2.7}
\end{equation*}
$$

Integrating (2.7) over an arbitrary four-dimensional domain on whose boundary the descriptors $\xi^{j}$ vanish, we find that the following identity must be satisfied:

$$
\left(u_{A j}^{\rho} L^{A}\right)_{, \rho}-w_{A j} L^{A} \equiv 0
$$

From this identity it follows that for all $\xi^{j}$

$$
\left(t^{\rho}+u_{A j}^{\rho} L^{A} \xi^{j}\right)_{, \rho} \equiv 0
$$

Hence, there exists a skew quantity $\mathfrak{U}^{\rho \sigma}$ such that

$$
\begin{equation*}
t^{\rho}+u_{A j}^{\rho} L^{A} \xi^{j} \equiv \mathcal{U}_{, \sigma}^{\rho g} \tag{2.8}
\end{equation*}
$$

The superpotential $\mathcal{U}_{\vee}^{\rho \sigma}$ is antisymmetric in $(\rho, \sigma)$, as indicated by the inverted carat, and clearly satisfies

$$
\begin{equation*}
\chi_{, \rho \sigma}^{\rho_{v \sigma}} \equiv 0 \tag{2.9}
\end{equation*}
$$

a strong conservation law which implies the related weak law (2.5). From (2.8) and a further application of Stokes' theorem when $L^{A}=0$, the conserved quantity in Eq. (2.6) can be written as a two-dimensional surface integral,

$$
\begin{equation*}
C=\int_{\sigma} t^{\rho} d \sigma_{\rho}=\frac{1}{2} \oint_{\partial \sigma} \mathcal{U}^{\rho \sigma} d \sigma_{\rho \sigma} \tag{2.10}
\end{equation*}
$$

Thus, there is a clear cut procedure for determining a constant of the motion if one knows the invariant transformation. Conversely, if a constant of the motion is given, one can try to reverse the steps in order to determine the invariant transformation which is generated by that constant. If the constant of the motion is given as a three-dimensional integral, as in (2.6), one would want to construct a vector density (at least with respect to affine transformations) with a vanishing divergence modulo the field equations. The invariant transformation is then to be identified by (2.4). On the other hand, if the given constant of the motion is a two-dimensional surface integral, one must first construct a superpotential as in (2.10). Then relations of the form (2.8) and (2.4) must be sought before the invariant transformation can be identified.

Given a skew complex $\mathcal{U}^{\rho \sigma}$, the strong conservation law (2.9) is certainly satisfied. Generally, but not always, $U^{\rho_{v}}$ already contains first derivatives of field variables. Thus, $\mathcal{U}_{, \sigma}^{\rho g}$ contains second derivatives. One can use the field equation $L^{4}=0$ in an attempt to eliminate the second time derivatives. Such a procedure leads to a new set of quantities:

$$
\begin{equation*}
t^{\rho} \stackrel{\text { def }}{=} u_{, \sigma}^{\rho \sigma}-\Lambda_{A}^{\rho} L^{A} \tag{2.11}
\end{equation*}
$$

which, of course, satisfies a weak conservation law

$$
t_{, \rho}^{\rho}=0
$$

that is to say, a conservation law that is satisfied only when $L^{A}=0$. In general, however, $t^{\rho}{ }_{\rho}^{\rho}$ does not immediately have the form (2.4), whose right-hand side is homogeneous linear in the field equations themselves. That is, the right-hand side generally contains derivatives of the field equations as follows:

Defining

$$
t_{, \rho}^{\rho} \equiv \alpha_{A} L^{A}+\beta_{A}^{\rho} L_{, \rho}^{A} .
$$

one finds

$$
\begin{equation*}
t^{* \rho}=t^{\rho}-\beta_{A}^{\rho} L^{A} \tag{2.12}
\end{equation*}
$$

$$
t_{, \rho}^{* \rho}=\left(\alpha_{A}-\beta_{A, \rho}^{\rho}\right) L^{A}
$$

which is of the form (2.4). The invariant transformation is then identified as

$$
\begin{equation*}
\bar{\delta} y_{A}=-\left(\alpha_{A}-\beta_{A, \rho}^{\rho}\right) \tag{2.13}
\end{equation*}
$$

For an arbitrarily chosen complex $\mathcal{U}^{\rho \sigma}$, one expects to find $\bar{\delta} y_{\Delta}=0$, for $\alpha_{A}$ differs from $\beta_{A, \rho}^{\rho}$ only when a nontrivial invariant transformation exists. ${ }^{4}$

We propose to carry out the above construction in order to determine the invariant transformation, if any, generated by the N-P constants. It is carried out

[^13]in Sec. 4 after the $\mathrm{N}-\mathrm{P}$ constants have been identified in the next section.

## 3. MAXWELL'S EQUATIONS

To simplify our discussion, it is convenient to introduce a null tetrad as in the work of Newman and Penrose. ${ }^{1}$ Let the metric have the form

$$
\begin{equation*}
d s^{2}=d u(d u+2 d r)-r^{2} d \theta^{2}-r^{2} \sin ^{2} \theta d \varphi^{2} \tag{3.1}
\end{equation*}
$$

and define a null tetrad (see Fig. 1)

$$
\begin{align*}
\sqrt{2} l_{\mu} & =\delta_{\mu}^{0}, \quad \sqrt{2} n_{\mu}=\delta_{\mu}^{0}+2 \delta_{\mu}^{\prime} \\
\sqrt{2} m_{\mu} & =-r\left(\delta_{\mu}^{2}+i \sin \theta \delta_{\mu}^{3}\right) \tag{3.2}
\end{align*}
$$

With this choice we have

$$
\begin{equation*}
l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=1 \tag{3.3}
\end{equation*}
$$

while all other contractions vanish.
The following self-dual (up to a factor $-i$ ) bivectors are also useful:

$$
\begin{align*}
V^{\mu v} & =l^{\mu} m^{\nu}-l^{\nu} m^{\mu}, \\
M^{\mu v} & =l^{\mu} n^{v}-l^{v} n^{\mu}-m^{\mu} \bar{m}^{v}+m^{\nu} \bar{m}^{\mu}, \\
U^{\mu \nu} & =n^{\mu} \bar{m}^{v}-n^{\nu} \bar{m}^{\mu} . \tag{3.4}
\end{align*}
$$

Using these bivectors, the self-dual electric field tensor

$$
F^{(-) \mu \nu}=F^{\mu \nu}+i \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}
$$

can be expressed in terms of three complex scalars,

$$
\begin{gather*}
F^{(-) \mu \nu}=\phi_{2} V^{\mu \nu}-\phi_{1} M^{\mu \nu}-\phi_{0} U^{\mu \nu},  \tag{3.5}\\
\phi_{0}=-\frac{1}{2} V_{\mu v} F^{(-) \mu \nu}, \\
\phi_{1}=\frac{1}{4} M_{\mu \nu} F^{(-) \mu \nu} \\
\phi_{2}=\frac{1}{2} U_{\mu \nu} F^{(-) \mu \nu} \tag{3.6}
\end{gather*}
$$

Maxwell's equations

$$
F_{; \nu}^{(-) \mu \nu}=0
$$



Fig. 1. The null surface $u=u_{0}$ showing an embedded two surface $r=r_{0}$ together with the tetrad vectors $l \mu, n^{\mu}$, and $m^{\mu}$. The dotted lines indicate the retrograde cone containing the same two surface.
can then be expressed in terms of these qualities as

$$
\begin{array}{r}
\frac{1}{r^{2}} \partial_{r}\left(r^{2} \phi_{1}\right)-\frac{1}{r} \partial \phi_{0}=0, \\
\frac{1}{r} \partial_{r}\left(r \phi_{2}\right)-\frac{1}{r} \bar{\partial} \phi_{1}=0, \\
\frac{1}{r}\left(2 \partial_{u}-\partial_{r}\right)\left(r \phi_{0}\right)-\frac{1}{r} \partial \phi_{1}=0, \\
\frac{1}{r^{2}}\left(2 \partial_{u}-\partial_{r}\right)\left(r^{2} \phi_{1}\right)-\frac{1}{r} \partial \phi_{2}=0, \tag{3.7d}
\end{array}
$$

The angular differential operator ${ }^{5} ð$ acts on functions of definite spin-weight $s$ to produce a function of spin weight $s+1$ while $\bar{\delta}$ acts on functions of spin weight $s$ to produce a function of spin weight $s-1$. Spin weight is determined by the complex vector $m$ which is defined only up to a phase factor $e^{i \varphi}$. A function $\xi$ is said to have spin weight $s$ if $m \rightarrow e^{i v} m \Rightarrow$ $\xi \rightarrow e^{i s \psi} \xi$. Clearly $\phi_{0}, \phi_{1}$, and $\phi_{2}$ have spin weight $+1,0,-1$, respectively.

The class of solutions to (3.7), which is of interest to us, has the asymptotic form
$\phi_{0}=\sum_{n=0}^{N} \frac{\phi_{0}^{n}(u, \theta, \varphi)}{r^{3+n}}+0\left(r^{-4-\lambda}\right)$,
$\phi_{1}=\frac{\phi_{1}^{0}}{r^{2}}-\sum_{n=0}^{N} \frac{\bar{\partial} \phi_{0}^{n}}{(n+1) r^{3+n}}+0\left(r^{-4-v}\right)$,
$\phi_{2}=\frac{\phi_{2}^{0}}{r}+\frac{\overline{\bar{\partial}} \phi_{1}^{0}}{r^{2}}-\sum_{n=0}^{N} \frac{\overline{\bar{\partial}} \bar{\delta} \phi_{0}^{n}}{(n+1)(n+2) r^{3+n}}+0\left(r^{-1-, v}\right)$.
Equation (3.7d) imposes a relationship between $\phi_{1}^{0}$ and $\phi_{2}^{0}$ :

$$
\begin{equation*}
2 \partial_{u} \phi_{1}^{0}=\delta \phi_{2}^{0} \tag{3.9}
\end{equation*}
$$

This equation is a consequence of charge conservation.
To obtain the N-P constants, eliminate $\phi_{1}$ from (3.7a) and (3.7c), apply $r^{2} \partial$ to the former and $\partial_{r} r^{3}$ to the latter, and add

$$
\begin{equation*}
\mathcal{L}^{0} \stackrel{\text { def }}{=}\left(2 \partial_{u}-\partial_{r}\right) r^{2} \partial_{r}\left(r \phi_{0}\right)-\partial \bar{\partial} r \phi_{0}=0 . \tag{3.10}
\end{equation*}
$$

This equation is of spin weight +1 whereas invariant integrals should have spin weight 0 . Multiplying the above by ${ }_{-1} Y_{l m}(\theta, \varphi)$ and rearranging terms, we get

$$
\begin{aligned}
& \left(2 \partial_{u}-\partial_{r}\right) \partial_{r} r^{3} \phi_{0-1} Y_{l m}+\frac{2}{r} \partial_{r} r^{3} \phi_{0-1} Y_{l m} \\
& -(2-l(l+1)) r \phi_{0-1} Y_{l m}-ð\left[{ }_{-1} Y_{l m}\left(\bar{\partial} r \phi_{0}\right)\right] \\
& \quad+\bar{\partial}\left[r \phi_{0}\left(\partial_{-1} Y_{l m}\right)\right]=0 .
\end{aligned}
$$

[^14]

Fig. 2. The curves $S_{1}$ and $S_{2}$ represent two different spacelike sections of the null cone $u=u_{0}$. The shaded area $\Sigma$ is that portion of the cone which is bounded by $S_{1}$ and $S_{2}$.

The last two terms are a divergence on the sphere, while the third term vanishes for $l=1$. From the asymptotic behavior of $\phi_{0}$ given in Eq. (3.8), it is easy to show that

$$
\begin{gather*}
\partial_{u} Q_{1 m}=0 \\
Q_{1 m}=\lim _{r \rightarrow \infty} \oint \partial_{r}\left(r^{3} \phi_{0}\right)_{-1} Y_{1 m} r^{2} \sin \theta d \theta d \varphi \\
\quad m=0, \pm 1 \tag{3.11}
\end{gather*}
$$

In general one can show

$$
\begin{gather*}
\partial_{u} Q_{l m}=0, \quad-l \leq m \leq l \\
Q_{l m}=\lim _{r \rightarrow \infty} \int\left(\partial_{r} r^{2}\right)^{l}\left(r \phi_{0}\right)_{-1} Y_{l m} r^{2} \sin \theta d \theta d \varphi \tag{3.12}
\end{gather*}
$$

when the limit exists. These are the N-P constants.

## 4. SURFACE INTEGRALS AND STRONG CONSERVATION LAWS

The N-P constants derived above are all expressed as integrals over a two-dimensional spherical surface. From the discussion in Sec. 2, one would expect these constants to be related to a strong conservation law with a superpotential.

We write the superpotential as a linear combination of the bivectors defined in Eq. (3.4),

$$
\begin{align*}
U^{\mu \nu}=\Theta M^{\mu \nu}+A V^{\mu \nu}+B \bar{V}^{\mu \nu} & +C U^{\mu \nu} \\
& +D \bar{U}^{\mu \nu}+E \bar{M}^{\mu \nu} \tag{4.1}
\end{align*}
$$

giving the surface integral as ${ }^{6}$

$$
\begin{align*}
\mathrm{U} & =\oint u^{\mu \nu} d \sigma_{\mu \nu}, \\
d \sigma_{\mu \nu} & =\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} d \sigma^{\rho \sigma}, \\
\epsilon_{0123} & =(-g)^{\frac{1}{2}}, \tag{4.2}
\end{align*}
$$

[^15]

Fig. 3. The curve $S_{1}$ represents the surface ( $u=u_{0}, r=r_{0}$ ) while the curve $S_{2}$ represents the intersection of the null surface $u=u_{1}$ and the retrograde cone containing $S_{1}$. The shaded area is that part of the retrograde cone which is bounded by $S_{1}$ and $S_{2}$.
where $d \sigma^{\rho \sigma}$ is tensor extension of the two surface. The six coefficients in (4.1) are to be chosen to satisfy the following conditions ${ }^{7}$ :
(i) In the limit of null infinity ( $u=$ const, $r \rightarrow \infty$ ) $U$ becomes an N-P const.
(ii) In the limit of null infinity, $\mathcal{U}$ is invariant.
(a) lim does not depend on the choice of two $r \rightarrow \infty$
surface as long as it remains embedded in $u=$ const (see Fig. 2).
(b) lim does not depend on the choice of null $r \rightarrow \infty$

$$
\text { surface } u=\text { const (see Fig. 3). }
$$

Conditions (ii) show that the N-P constants are in fact constants of the motion.

Choose

$$
\begin{equation*}
\Theta=-\partial_{r}\left(r^{3} \phi_{0}\right)_{-1} Y_{1 m}, \quad E=0 . \tag{4.3}
\end{equation*}
$$

For the two surface ( $u=u_{0}, r=r_{0}$ ),

$$
d \sigma_{\mu v}=l_{[\mu} n_{v]} r^{2} d \Omega
$$

and we find from (4.2) and (3.11) that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \mathfrak{U}=Q_{1 m} \tag{4.4}
\end{equation*}
$$

Thus, the choice (4.3) satisfied condition (i).
(i) In order to satisfy (ii) it is sufficient to show

$$
\begin{equation*}
l_{\mu} u_{; \nu}^{\mu \nu}=0\left(\frac{1}{r^{4}}\right) \tag{4.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{\mu} \mathcal{U}_{; \nu}^{\mu \nu}=0\left(\frac{1}{r^{3}}\right) \tag{4.5b}
\end{equation*}
$$

for by Stokes' theorem

$$
\oint_{S_{2}} U^{\mu v} d \sigma_{\mu \nu}-\oint_{S_{1}} \mathcal{U}^{\mu v} d \sigma_{\mu \nu}=\int_{\Sigma} u_{; v}^{\mu \nu} d \sigma_{\mu},
$$

[^16]where
$$
d \sigma_{\mu}=l_{\mu} r^{2} d r d \Omega
$$
on $u=u_{0}$ and
$$
d \sigma_{\mu}=n_{\mu} r^{2} d r d \Omega
$$
on the retrograde null cone. The reason the orders are different in (4.5a) and (4.5b) is that in both cases one takes the limit $r \rightarrow \infty$ for $u=u_{0}$; when both $S_{1}$ and $S_{2}$ are embedded in $u=u_{0}$, their separation becomes infinite in the limit, whereas their separation remains constant along each ray if they are related as in Fig. 3 while passing to the limit.

Equation (4.5b) turns out to be the more sensitive condition. With

$$
A=r^{2}{ }_{-1} Y_{1 m} \bar{\partial} \phi_{0}, \quad B=r^{2} \phi_{0}\left(\partial_{-1} Y_{1 m}\right)
$$

and

$$
\begin{equation*}
C=D=0 \tag{4.6}
\end{equation*}
$$

we find [ $\left[{ }^{0}\right.$ given by (3.10)]

$$
\begin{gather*}
\sqrt{2} n_{\mu} \mathcal{U}_{; v}^{\mu v}=-\mathfrak{L}^{0}{ }_{-1} Y_{1 m}+\frac{4}{r} \partial_{r} r^{3} \phi_{0-1} Y_{1 m},  \tag{4.7a}\\
\sqrt{2} l_{\mu} \mathcal{U}_{; \nu}^{\mu \nu}=\frac{1}{r^{2}} \partial_{r} r^{2} \partial_{r} r^{3} \phi_{0-1} Y_{1 m} \tag{4.7b}
\end{gather*}
$$

When $\mathfrak{L}^{0}=0$ and $\phi_{0}$ has the asymptotic form given in (3.8), the conditions ( $4.5 \mathrm{a}, \mathrm{b}$ ) are satisfied.

From the invariance guaranteed by Eq. (4.5a) together with the transformation properties of ${ }_{-1}{ }_{-1} Y_{1 m}$ and the change in $\phi_{0}$ due to the change in the canonical tetrad, one can show that the constants $Q_{1 m}$ transform with respect to $D^{(1)(0)}$ representation of the Lorentz group; that is, like the components of a self-dual skew tensor [up to a factor $(-i)$ ]

A similar discussion can, of course, be carried out for the higher-order N-P constants. Superpotentials can be found for these cases too; the conditions corresponding to ( $4.7 \mathrm{a}, \mathrm{b}$ ), however, depend on derivatives of the field equations and the appropriate ${ }_{-1} Y_{l m}$. These higher-order constants moreover, do not transform in accordance with an irreducible representation of the Lorentz group by themselves, but rather, add lower-order constants as well.
Now we are ready to ask for the invariant transformation as defined by Eq. (2.4). From Eqs. (4.1), (4.3), (4.6), and (2.8), we find

$$
\begin{align*}
\mathcal{U}^{\rho \sigma} & =-\partial_{\mu}\left(r^{3} \phi_{0}\right)_{-1} Y_{1 m} M^{\rho \sigma}+r^{2}{ }_{-1} Y_{1 m} \bar{\partial} \phi_{0} V^{\mu \nu} \\
& -r^{2} \phi_{0}\left(\partial{ }_{-1} Y_{1 m}\right) \bar{V}^{\mu v},  \tag{4.8}\\
\mathcal{U}_{; \sigma}^{\rho \sigma} & =t^{\rho}-l^{\rho}{ }_{-1} Y_{1 m} \mathfrak{L}^{0}, \\
t^{\rho} & =l^{\rho}\left(\frac{2}{r} \partial_{r} r^{3} \phi_{0-1} Y_{1 m}\right)-\bar{m}^{\rho}\left({ }_{-1} Y_{1 m} \partial_{r} r^{3} \partial \phi_{0}\right) . \tag{4.9}
\end{align*}
$$

[^17]From (4.8) we have

$$
\left(r^{2} \sin \theta t^{\rho}\right)_{, \rho}=\left(r^{2} \sin \theta l_{-1}^{\rho} Y_{1 m} \mathscr{L}^{0}\right)_{, \rho}
$$

In order to fit the scheme of Eq. (2.4), it is necessary that

$$
\begin{equation*}
\left(r^{2} \sin \theta \ell_{-1}^{\rho} Y_{1 m} \mathscr{L}^{0}\right)_{, \rho}=-\bar{\delta} \phi_{0} L^{0} \tag{4.10}
\end{equation*}
$$

Clearly, this is not the case. However, one can add to $t^{\rho}$ any quantity which vanishes modulo the field equations without altering the conserved quantity; we may define

$$
\hat{t}^{\rho}=t^{\rho}-l_{-1}^{\rho} Y_{1 m} \mathfrak{L}^{0}
$$

Then (4.8) tells us that

$$
\left(r^{2} \sin \theta \hat{t}^{\rho}\right)_{, \rho}=0
$$

which implies that

$$
\begin{equation*}
\bar{\delta} \phi_{0}=0 \tag{4.11}
\end{equation*}
$$

That is, the invariant transformation, whatever it may be, does not change $\phi_{0}$ at all.

Therefore, in accordance with the discussion at the end of Sec. 3 , the generator defined by an $\mathrm{N}-\mathrm{P}$ constant connected to an invariant transformation and the existence of constants of the motion is fortuitous. That is, the constants of the motion exist only because of the particular choice of boundary conditions. The result is curious, however, because the condition (4.5b) requires $\mathfrak{L}^{0}=0$.

On the other hand, we are familiar with an invariant transformation which also gives (4.11): gauge transformations of the vector potential do not change $F^{\mu \nu}$ and hence $\phi_{0}$. However, an attempt to understand the $N-P$ constants in the framework of the gauge transformation has thus far been unsuccessful. Furthermore, one is not hopeful for such an explanation, for there is no gauge group associated with the scalar field, although the scalar field also exhibits $\mathrm{N}-\mathrm{P}$ constants. However, it may be an anomalous case.

## 5. CONCLUSIONS

There is little reason to doubt that Eq. (4.11) correctly expresses the results of the sought for invariant transformation. If we adjoin to $L^{0}$ the second-order equations for $\phi_{2}$ and $\phi_{1}$, an action principle can be constructed as follows:

$$
\begin{aligned}
& 0=-\delta \int\left\{\delta_{r}\left(r \phi_{2}\right)\left(2 \partial_{u}-\partial_{r}\right)\left(r \phi_{0}\right)-\partial\left(r \phi_{2}\right) \bar{\partial}\left(r \phi_{0}\right)\right. \\
& \\
& \quad+\left(2 \partial_{u}-\partial_{r}\right)\left(r^{2} \phi_{1}\right) \partial_{r}\left(r^{2} \phi_{1}\right) \\
& \left.\quad-\left(\bar{\partial} \phi_{1}\right)\left(\partial \phi_{1}\right)\right\} \sin \theta d v d \phi d r d u
\end{aligned}
$$

Thus Noether's theorem must hold if an invariant
transformation exists. Replace $\bar{\delta} \phi_{0}$ in Eq. (4.10) by $\bar{\delta} \phi_{2}$ and add to (4.11) $\bar{\delta} \phi_{2}=\bar{\delta} \phi_{1}=0$. In the previous argument leading up to (4.11), we have merely turned the crank in reverse. Given the constant of the motion, find the invariant transformation.

However, the discussion at the end of the previous section does not seem to offer much hope of understanding these constants. Further efforts in coming to an understanding are worthwhile because Einstein's equations exhibit five such complex constants in asymptotically flat spaces, and their existence seems to inhibit the physical behavior of mass distributions. ${ }^{9}$
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## APPENDIX

The properties of $\partial$ and the spin-s spherical functions are discussed at length in the two papers noted in Ref. 5. Here we give only those properties which we use explicitly.

If $\boldsymbol{\xi}$ is a function of spin-weight $s$, then

$$
\eta=\partial \xi=-(\sin \theta)^{s}\left(\partial_{\theta}+i \csc \theta \partial \varphi\right)(\sin \theta)^{-s} \xi
$$

has spin weights $s+1$ and

$$
\zeta=\bar{\jmath} \xi=-(\sin \theta)^{-s}\left(\partial_{0}-i \csc \theta \partial \varphi\right)(\sin \theta)^{s} \xi
$$

has spin weight $s-1$. In particular the spin-s spherical harmonics satisfy the following relations:

$$
\begin{aligned}
\partial_{s} Y_{l m}(\theta, \varphi) & =[(l-s)(l+s+1)]^{\frac{1}{2}}{ }_{s+1} Y_{l m}(\theta, \varphi) \\
\bar{\partial}_{s} Y_{l m}(\theta, \varphi) & =-[(l+s)(l-s+1)]^{\frac{1}{2}} Y_{s-1} Y_{l m}(\theta, \varphi) \\
{ }_{s} Y_{l m}(\theta, \varphi) & =0 \text { for }|s|>l \\
{ }_{s} \bar{Y}_{l m}(\theta, \varphi) & =(-1)^{m+s}-{ }_{-s} Y_{l,-m}(\theta, \varphi)
\end{aligned}
$$

and ${ }_{0} Y_{l m}(0, \varphi)=Y_{l m}(\theta, \varphi)$, the usual spherical harmonics. For fixed $s$ the spin-s spherical functions satisfy a completeness relation and orthogonality conditions:

$$
\int_{s} \bar{Y}_{l m s} Y_{l^{\prime}, m^{\prime}} \sin \theta d \theta d \varphi=\delta_{l l^{\prime}} \delta_{m m^{\prime}}
$$

One further important property is that if $\xi$ has spin weight +1 , then $\bar{\partial} \xi$ is a divergence on the sphere; similarly, if $\xi$ has spin weight $-1, \partial \xi$ is a divergence on the sphere.
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## Solution of the Differential Equation

$$
\begin{gathered}
\qquad\left(\frac{\partial^{2}}{\partial x \partial y}+a x \frac{\partial}{\partial x}+b y \frac{\partial}{\partial y}+c x y+\frac{\partial}{\partial t}\right) P=0 \\
\text { P. LaMBROPOULOS* }
\end{gathered}
$$

(Received 8 December 1966)
A series solution of the above differential equation is presented.

## 1. INTRODUCTION

THE purpose of this paper is to present the solution of a certain partial differential equation in three variables. It appears that the solution of the equation in question is not available in the literature nor does it seem feasible to solve it by conventional methods. The solution presented here is in the form of a series of powers of two of the variables, the coefficients depending on the third.

There is one instance of a physical problem in which a special form of this equation arises. If one considers the density matrix of a harmonic oscillator coupled linearly ${ }^{1}$ to a $t w o$-level system, then in the representation that diagonalizes the Hamiltonian of the oscillator and in lowest-order perturbation theory, one obtains a difference-differential equation for the matrix elements of the density matrix. ${ }^{2}$ If Glauber's ${ }^{3} R$ function is used as a generating function for the matrix elements, the resulting equation for $R$ is similar to the one discussed here. Since it is possible that the solution of the equation may be useful in a different physical context, it is felt that it might be worth having in the record.

## 2. METHOD OF SOLUTION

Consider the partial differential equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x \partial y}+a x \frac{\partial}{\partial x}+b y \frac{\partial}{\partial y}+c x y+\frac{\partial}{\partial t}\right) P(x, y, t)=0 \tag{1}
\end{equation*}
$$

where $a, b, c$ are constants and with the initial condition

$$
\begin{equation*}
P(x, y, t=0)=\Phi(x, y) \tag{2}
\end{equation*}
$$

where $\Phi(x, y)$ is a known function. It is assumed that

[^19]$\Phi(x, y)$ possesses a Taylor series expansion around the point $(x=0, y=0)$.

Let us assume that $P(x, y, t)$ can be written as

$$
\begin{equation*}
P(x, y, t)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} p_{m n}(t) \frac{x^{m} y^{n}}{(m!n!)^{\frac{1}{2}}} \tag{3}
\end{equation*}
$$

on the condition that such a representation exists. From the initial condition (2) and the assumptions about $\Phi$, we have

$$
\begin{equation*}
p_{m n}(0)=\frac{\left(\partial^{m+n} \Phi / \partial x^{m} \partial y^{n}\right)_{\substack{x=0 \\ y=0}}}{(m!n!)^{\frac{1}{2}}} \tag{4}
\end{equation*}
$$

Substituting Eq. (3) into Eq. (1) and equating coefficients of equal powers, one obtains

$$
\begin{align*}
-\frac{d}{d t} p_{m n}(t)= & a m p_{m n}(t)+b n p_{m n}(t) \\
& +[(m+1)(n+1)]^{\frac{1}{2}} p_{(m+1)(n+1)}(t) \\
& +c(m n)^{\frac{1}{2}} p_{(\dot{m}-1)(n-1)}(t) . \tag{5}
\end{align*}
$$

Now, for $m \geq n$ we introduce

$$
\begin{equation*}
f_{m n} \equiv p_{m n}\left(\frac{m!}{n!}\right)^{\frac{1}{2}} \tag{6a}
\end{equation*}
$$

and for $m \leq n$ we introduce

$$
\begin{equation*}
g_{m n} \equiv p_{m n}\left(\frac{n!}{m!}\right)^{\frac{1}{2}} \tag{6b}
\end{equation*}
$$

Clearly, for $m=n, f_{m m}=g_{m m}=p_{m m}$. Upon substitution into Eq. (5), one obtains

$$
\begin{align*}
-\frac{d}{d t} f_{m n}=a m f_{m n}+b n f_{m n}+ & (n+1) f_{(m+1)(n+1)} \\
& +c m f_{(m-1)(n-1)} \tag{7a}
\end{align*}
$$

and

$$
\begin{align*}
-\frac{d}{d t} g_{m n}=a m g_{m n}+b n g_{m n} & +(m+1) g_{(m+1)(n+1)} \\
& +c n g_{(m-1)(n-1)} \tag{7b}
\end{align*}
$$

We now observe that if we consider a subset of $f$ 's or $g$ 's for which $m-n$ has a fixed value, then the elements of this subset are coupled to each other and
to no elements of another subset corresponding to a different value of $m-n$. Thus, let us set $m=n+l$ in Eq. (7a) and $n=m+l$ in Eq. (7b). Moreover, to compress notation, we set $f_{(n+l) n}=f_{n}^{(l)}$ and $g_{m(m+l)}=$ $g_{m}^{(l)}$. By letting $l$ vary from 0 to $\infty$, we obtain all coefficients. The equations that we now have are

$$
\begin{align*}
-\frac{d}{d t} f_{n}^{(l)}=(\beta n+a l) f_{n}^{(l)}+(n & +1) f_{n+1}^{(l)} \\
& +c(n+l) f_{n-1}^{(l)} \tag{8a}
\end{align*}
$$

and

$$
\begin{align*}
-\frac{d}{d t} g_{m}^{(l)}=(\beta m+b l) g_{m}^{(l)}+ & (m+1) g_{m+1}^{(l)} \\
& +c(m+l) g_{m-1}^{(l)} \tag{8b}
\end{align*}
$$

where

$$
\begin{equation*}
\beta \equiv a+b \tag{9}
\end{equation*}
$$

For Eqs. (8) to be consistent with Eqs. (7), $f_{n-1}^{(l)}$ and $g_{n-1}^{(l)}$ are so defined that they vanish for $n=0$.

To solve Eq. (8a), we introduce the generating function $F^{(t)}(Z, t)$ defined by

$$
\begin{equation*}
F^{(l)}(Z, t)=\sum_{n=0}^{\infty} f_{n}^{(l)}(t) Z^{n} \tag{10}
\end{equation*}
$$

Multiplying Eq. (8a) by $Z^{n}$ and summing from 0 to $\infty$ one finds that $F^{(l)}$ satisfies the following partial differential equation:

$$
\begin{align*}
\frac{\partial F^{(l)}}{\partial t}+\left(c Z^{2}+\beta Z\right. & +1) \frac{\partial F^{(l)}}{\partial Z} \\
& +[c(l+1) \bar{Z}+a l] F^{(l)}=0 \tag{11}
\end{align*}
$$

Similarly, introducing the generating function

$$
\begin{equation*}
G^{(l)}(Z, t)=\sum_{n=0}^{\infty} g_{n}^{(l)}(t) Z^{n} \tag{12}
\end{equation*}
$$

we find that it must satisfy the partial differential equation

$$
\begin{align*}
\frac{\partial G^{(l)}}{\partial t}+\left(c Z^{2}+\beta Z\right. & +1) \frac{\partial G^{(l)}}{\partial Z} \\
& +(c(l+1) Z+b l) G^{(l)}=0 . \tag{13}
\end{align*}
$$

The problem has now been reduced to solving a first-order partial differential equation which can be easily done by the method of characteristics. The program is to solve Eqs. (11) and (13), express the solutions as series of powers of $Z$ and thus determine $f_{n}^{(l)}(t)$ and $g_{n}^{(l)}$ from which one can obtain $p_{m n}(t)$ and hence, $P(x, y, t)$.

According to the method of characteristics, ${ }^{4}$ Eq. (11) is equivalent to

$$
\begin{equation*}
d t=\frac{d Z}{c Z^{2}+\beta Z+1}=\frac{d F^{(l)}}{(c(l+1) Z+a l) F^{(l)}} \tag{14}
\end{equation*}
$$

[^20]In the general case in which $\beta, c \neq 0$, we have

$$
\begin{equation*}
c Z^{2}+\beta Z+1=c\left(Z-r_{1}\right)\left(Z-r_{2}\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{1,2}=\frac{1}{2}\left\{-\frac{\beta}{c} \pm\left[\left(\frac{\beta}{c}\right)^{2}-4\right]^{\frac{1}{2}}\right\} \tag{16}
\end{equation*}
$$

It is now straightforward to solve the first of Eqs. (14). The result is

$$
\begin{equation*}
Z(t)=\frac{1}{2}\left(r_{1}+r_{2}\right)+\frac{1}{2}\left(r_{2}-r_{1}\right) \frac{e^{c\left(r_{1}-r_{2}\right) t}+\nu}{e^{c\left(r_{1}-r_{2}\right) t}-v} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu \equiv \frac{Z_{0}-r_{2}}{Z_{0}-r_{1}} \tag{18}
\end{equation*}
$$

and $Z_{0}=Z(t=0)$.
Having $Z(t)$, one can solve the second of Eqs. (14), thus obtaining
$F^{(l)}(Z, t)=F_{0}^{(l)}\left(Z_{0}\right) e^{\left(c r_{1}(l+1)+a l\right) t}\left(\frac{1-\nu}{e^{c\left(r_{1}-r_{2}\right) t}-v}\right)^{l+1}$,
where

$$
\begin{equation*}
F_{0}^{(l)}\left(Z_{0}\right) \equiv \sum_{n=0}^{\infty} f_{n}^{(l)}(0) Z_{0}^{n} \tag{20}
\end{equation*}
$$

From Eqs. (17) and (18), one obtains

$$
\begin{equation*}
v=\exp \left[c\left(r_{1}-r_{2}\right) t\right] \frac{Z-r_{2}}{Z-r_{1}} \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
Z_{0}= & \frac{1}{2}\left(r_{1}+r_{2}\right)+\frac{1}{2}\left(r_{1}-r_{2}\right) \\
& \times \frac{\exp \left[c\left(r_{1}-r_{2}\right) t\right]+\left(Z-r_{1}\right) /\left(Z-r_{2}\right)}{\exp \left[c\left(r_{1}-r_{2}\right) t\right]-\left(Z-r_{1}\right) /\left(Z-r_{2}\right)} \tag{22}
\end{align*}
$$

Substituting into Eq. (19), one has an expression for $F_{n}^{(l)}(Z, t)$ from which one can calculate

$$
\begin{equation*}
f_{n}^{(l)}(t)=\frac{1}{n!}\left[\frac{\partial^{n}}{\partial Z^{n}} F^{(l)}(Z, t)\right]_{Z=0} \tag{23}
\end{equation*}
$$

To obtain $g_{n}^{(l)}(t)$, one simply replaces $a$ by $b$ and $f_{n}^{(l)}(0)$ by $g_{n}^{(l)}(0)$ in the expression for $f_{n}^{(l)}(t)$ as one can see by simply comparing Eq. (13) to Eq. (11).

This completes the formal solution of the problem. The resulting series for $P(x, y, t)$ is fairly cumbersome and we refrain from presenting it here, since it only involves some further algebraic manipulations. We do, however, present the final result for two special cases which are relatively simpler and potentially more useful.

## A. Special Case I: $c=0, \beta \neq 0$

To handle this special case, one has to go back to Eq. (14), because Eq. (17) is not valid for $c=0$. Then we obtain

$$
\begin{equation*}
d t=\frac{d Z}{\beta Z+1}=\frac{d F^{(l)}}{a l F^{(l)}} \tag{24}
\end{equation*}
$$

These equations give

$$
\begin{equation*}
Z(t)=\left(Z_{0}+\beta^{-1}\right) e^{\beta t}-\beta^{-1} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{(l)}(Z, t)=F_{0}^{(l)}\left(Z_{0}\right) e^{a l t}=e^{a l t} \sum_{n=0}^{\infty} f_{n}^{(l)}(0) Z_{0}^{n} \tag{26}
\end{equation*}
$$

Using Eq. (25), $Z_{0}$ can be expressed in terms of $Z$ and $t$. Substituting into Eq. (26) we have

$$
\begin{equation*}
F^{(l)}(Z, t)=e^{a l t} \sum_{n=0}^{\infty} f_{n}^{(l)}(0)\left[\left(Z+\beta^{-1}\right) e^{-\beta t}-\beta^{-1}\right]^{n} \tag{27}
\end{equation*}
$$

Application of the binomial theorem twice leads to

$$
\begin{align*}
& F^{(l)}(Z, t)=e^{a l t} \sum_{n=0}^{\infty} \sum_{r=0}^{n} \sum_{q=0}^{n-r} f_{n}^{(l)}(0)(-1)^{r} \\
& \quad \times \frac{n!}{r!q!(n-r-q)!} e^{-(n-r) \beta t} \beta^{-(q+r)} Z^{n-r-q} \tag{28}
\end{align*}
$$

which upon interchanging summations can be written as

$$
\begin{align*}
F^{(l)}(Z, t)= & \sum_{s=0}^{\infty} Z^{s} e^{a l t} \sum_{n=s}^{\infty} \sum_{r=0}^{n-s} f_{n}^{(l)}(0)(-1)^{r} \\
& \quad \times \frac{n!}{r!s!(n-r-s)!} e^{-(n-r) \beta t} \beta^{s-n} . \tag{29}
\end{align*}
$$

From this equation, we obtain

$$
\begin{align*}
& f_{m}^{(l)}(t)=e^{a l t} \sum_{n=m}^{\infty} \sum_{r=0}^{n-m} f_{n}^{(l)}(0)(-1)^{r} \\
& \times \frac{n!}{r!m!(n-r-m)!} e^{-(n-r) \beta t} \beta^{m-n} . \tag{30}
\end{align*}
$$

To obtain $g_{m}^{(l)}(t)$, we replace $f_{n}^{(l)}(0)$ by $g_{n}^{(l)}(0)$ and multiply the above equation by $\exp (b-a) l t$; to obtain $f_{m}^{(0)}(t)=p_{m m}(t)$, we simply set $l=0$. Now using Eqs. (6), we can determine $p_{m n}(t)$ for all $m, n$ and the final solution for $P(x, y, t)$ in this special case is

$$
\begin{align*}
& P_{I}(x, y, t)=\sum_{m=0}^{\infty} \frac{x^{m} y^{m}}{m!} \sum_{n=m}^{\infty} \sum_{r=0}^{n-m} p_{n}(0)(-1)^{r} \\
& \quad \times \frac{n!}{r!m!(n-r-m)!} e^{-(n-r) \beta t} \beta^{m-n} \\
& \quad+\sum_{l=1}^{\infty} \sum_{m=0}^{\infty} 1 /(m+l)!\sum_{n=m}^{\infty} \sum_{r=0}^{n-m} \\
& \quad \times\left\{e^{a l t} p_{(n+l) n}(0) x^{m+l} y^{m}+e^{b l t} p_{n(n+l)}(0) x^{m} y^{m+l}\right\}(-1)^{r} \\
& \quad \times \frac{n!}{r!m!(n-r-m)!} e^{-(n-r) \beta t} \beta^{m-n} . \tag{31}
\end{align*}
$$

To verify that the initial condition is satisfied, one should note that

$$
\begin{equation*}
\sum_{r=0}^{m} \frac{(-1)^{r}}{r!(m-r)!}=\delta_{m 0} \tag{32}
\end{equation*}
$$

where $\delta_{m 0}$ is the Kronecker delta.
B. Special Case II: $a=b=c=0$

For this case, Eq. (14) reduces to

$$
\begin{equation*}
\frac{\partial F^{(l)}}{\partial t}=\frac{\partial F^{(l)}}{\partial Z} \tag{33}
\end{equation*}
$$

which is satisfied by any function of the form $F^{(l)}(Z+$ $t)$. Clearly, in order to satisfy the initial condition we must take

$$
\begin{equation*}
F^{(l)}(Z, t)=\sum_{n=0}^{\infty} f_{n}^{(l)}(0)(Z+t)^{n} . \tag{34}
\end{equation*}
$$

Using the binomial theorem, interchanging summations, etc., we obtain

$$
\begin{equation*}
f_{n}^{(l)}(t)=\sum_{r=n}^{\infty} f_{r}^{(l)}(0) \frac{r!}{n!(r-n)!} t^{r-n} . \tag{35}
\end{equation*}
$$

Note that in this special case, $g_{n}^{(l)}(t)$ is obtained by simply replacing $f_{n}^{(l)}(0)$ by $g_{n}^{(l)}(0)$ in Eq. (35). Again using Eqs. (6) to express $f$ and $g$ in terms of the $p$ 's and after some rearrangement one obtains

$$
\begin{align*}
P_{I I}(x, y, t)= & \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \sum_{q=0}^{\infty}\left(\frac{\partial^{m+n+2 q} \Phi}{\partial x^{m+q} \partial y^{n+q}}\right)_{\substack{x=0 \\
y=0}} \\
& \times \frac{[(m+q)!(n+q)!]^{\frac{1}{2}}}{m!n!q!} x^{m} y^{n} t^{q} . \tag{36}
\end{align*}
$$

It should be noted that in this special case, one could separate variables and solve the resulting partial differential equation in two variables by using a $t w o$-dimensional Fourier transform. This, however, is possible only when $\Phi(x, y)$ can be expressed as a two-dimensional Fourier integral.
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#### Abstract

The characteristic functional for an energy-dependent cascade process is redefined so as to introduce the arbitrary function without using exponentials. An immediate consequence is that the functional becomes the function at $t=0$ when the process is multiplicative with one particle at the initial time. A simple one-component model of a cosmic-ray shower is used to illustrate how this definition leads directly to (a) a simple form of the Chapman-Kolmogoroff equation, (b) forward and backward integrodifferential equations for the functional, and (c) the derivation of all probability functions of interest for the process. An example is given of the distributions in number of particles at different depths when the total cross section for multiplication is proportional to the energy. Some general forms of functional are proposed. The extension to electron-photon showers is outlined.


## I. THE CHARACTERISTIC FUNCTIONAL

CHARACTERISTIC functionals have found considerable use in treating stochastic processes. It appears, however, that with a change of definition such functionals can be even more useful. It is the purpose of this article to present a modified definition ${ }^{1}$ of the characteristic functional and illustrate some of its consequences.

An example of an energy-conserving cascade shower with energy loss will be used, but the method is not restricted to such processes. We assume that we have particles that can duplicate themselves, i.e., a single one converts into a pair of like particles. The probability per thickness $d t$ of matter traversed that a duplication occurs will be taken as a given function $q(E, u) d u d t$ of the energy $E$ of the original particle and the energy $u$ of either of the daughters, the other having energy $E-u$. We assume symmetry between the daughters:

$$
\begin{equation*}
q(E, u)=q(E, E-u) . \tag{1}
\end{equation*}
$$

The total probability of a duplication occurring in thickness $d t$ is therefore

$$
\begin{equation*}
B(E) d t=d t \int_{0}^{E} q(E, u) d u . \tag{2}
\end{equation*}
$$

We further assume that in a path length $d t$, any particle loses energy $\beta(E) d t$. No scattering leading to angular or radial dispersion is considered. Finally, we assume that once a particle reaches energy zero it is lost (or ceases to be counted).

Suppose now we have one particle of energy $E_{0}$ incident normally on a layer of matter at $t=0$. A complete description of the statistics of the shower at any thickness $t$ is contained in the set of master functions ${ }^{2,3}$

$$
\begin{equation*}
P_{N}\left(E_{0} ; E_{1}, E_{2}, \cdots, E_{N} ; t\right) d E_{1}, \cdots, d E_{N}, \tag{3}
\end{equation*}
$$

${ }^{1}$ Earlier given in W. T. Scott, Phys. Rev. 86, A590 (1952).
${ }^{2}$ W. T. Scott, Phys. Rev. 82, 893 (1951).
${ }^{3}$ H. J. Bhabha, Proc. Roy. Soc. (London) A202, 301 (1950).
which give the probability that at $t$ there are exactly $N$ particles of energy $E_{1}$ to $E_{1}+d E_{1}, E_{2}$ to $E_{2}+$ $d E_{2}, \cdots, E_{N}$ to $E_{N}+d E_{N}$. The initial condition on $P_{N}$ is clearly

$$
\begin{equation*}
P_{N}\left(E_{0} ; E_{1}, \cdots, E_{N} ; 0\right)=\delta_{N 1} \delta\left(E_{1}-E_{0}\right) . \tag{4}
\end{equation*}
$$

We define the characteristic functional of the process by the equation

$$
\begin{align*}
& C\left\{\sigma(E) ; E_{0}, t\right\}=\sum_{N=0}^{\infty} \frac{1}{N} \int_{0}^{\infty} d E_{1} \sigma\left(E_{1}\right) \\
& \times \int_{0}^{\infty} d E_{2} \sigma\left(E_{2}\right) \cdots \int_{0}^{\infty} d E_{N} \sigma\left(E_{N}\right) P_{N}\left(E_{0} ; E_{1}, \cdots, E_{N}, t\right) . \tag{5}
\end{align*}
$$

The variable $C$ is a functional of the arbitrary function $\sigma(E)$ and an ordinary function of the parameters $E_{0}$ and $t$. The letter $E$ on the left-hand side of (5) is of course a dummy variable and will only be included when needed for clarity. An immediate consequence of this definition over the usual one ${ }^{4}$ in which $\exp i \theta(E)$ is used in place of $\sigma(E)$ is that $C$ becomes $\sigma\left(E_{0}\right)$ at $t=0$ :

$$
\begin{equation*}
C\left\{\sigma(E) ; E_{0}, 0\right\}=\sigma\left(E_{0}\right) \tag{6}
\end{equation*}
$$

as is easily seen from (4) and (5). The variable $C$ as a function of $E_{0}$ and its arbitrary function-argument belong to the same set of functions and become identical at $t=0$.
The normalization property of $P_{N}$ becomes merely that $C=1$ when $\sigma$ is the constant 1 :

$$
\begin{equation*}
C\left\{1 ; E_{0}, t\right\}=1 . \tag{7}
\end{equation*}
$$

Consequently, convergence of the integrals and of the sum in (5) are assured if $\sigma(E)$ is a positive-valued integrable function less than or equal to unity. The characteristic functional will then have the same property:

$$
\begin{equation*}
0 \leq \sigma(E) \leq L ; \quad 0 \leq C\left\{\sigma ; E_{0}, t\right\} \leq 1 . \tag{8}
\end{equation*}
$$

[^21]A restriction on the function $\sigma(E)$ is that it be unity when $E=0$. In fact, if $E_{0} \rightarrow 0$, the shower disappears. We assume that $\beta(E)$ remains finite as $E \rightarrow 0$, so that a particle of nearly zero energy becomes lost to the shower almost immediately. Consequently, each $P_{N} \rightarrow 0$ for $t>0$, except that $P_{0}\left(E_{0}, t\right) \rightarrow 1$. As a result we have

$$
\begin{equation*}
C\{\sigma(E) ; 0, t\}=1 \tag{9}
\end{equation*}
$$

which entails from (6) that

$$
\begin{equation*}
\sigma(0)=1 \tag{10}
\end{equation*}
$$

Note that $\sigma(E)$ is not required to be continuous, although it must be integrable, so the condition (10) needs only to hold at $E=0$. The restriction (10) will not hold if $\beta(E) \equiv 0$, for then the shower does not die out.

## II. DERIVED FUNCTIONS

Various generating functions may be found from $C$. In the first place, let $\sigma(E)$ be a constant $z<1$ (except at $E=0$ ). Then $C$ becomes the generating function for $P\left(N, E_{0}, t\right)$, the probability that there be $N$ particles of any energy at depth $t$ when the initiating energy is $E_{0}$ :

$$
\begin{equation*}
C\left\{z, E_{0}, t\right\}=G\left(z, E_{0}, t\right)=\sum_{N=0}^{\infty} z^{N} P\left(N, E_{0}, t\right) \tag{11}
\end{equation*}
$$

(Note that when each $E_{i}$ is integrated from 0 to $\infty$, all permutations of $N$ particles are counted.)

Now let $\eta\left(E-E^{\prime}\right)$ be the step function that is 1 when $E>E^{\prime}$ and 0 when $E<E^{\prime}$. Then

$$
\begin{align*}
& C\left\{1+(z-1) \eta\left(E-E^{\prime}\right) ; E_{0}, t\right\} \\
& \quad=g\left(z, E_{0}, E^{\prime}, t\right)=\sum_{N=0}^{\infty} z^{N} p\left(N, E_{0}, E^{\prime}, t\right) \tag{12}
\end{align*}
$$

the generating function for the probability $p\left(N, E^{\prime}\right.$, $E_{0}, t$ ) of finding $N$ particles of energy greater than $E^{\prime}$, regardless of the number with lesser energy.

The functional derivative of $C$ with respect to $\sigma$, calculated at an energy $E_{1}$, is defined in the usual way by adding an infinitesimal delta-function increment $\epsilon \delta\left(E-E_{1}\right)$ to $\sigma(E)$ at $E=E_{1}$ and taking the limit of the increment of $C$ to the infinitesimal multiplier $\epsilon$. The derivative will be denoted by a subscript 1 and by the inclusion of $E_{1}$ as an argument:

$$
\begin{align*}
C_{1}\{ & \left(\sigma(E) ; E_{0} ; E_{1} ; t\right\} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left[C\left\{\sigma+\epsilon \delta\left(E-E_{1}\right) ; E_{0}, t\right\}-C\left\{\sigma ; E_{0}, t\right\}\right] \\
& =\left.(d / d \epsilon) C\left\{\sigma+\epsilon \delta\left(E-E_{1}\right) ; E_{0}, t\right\}\right|_{\epsilon=0} . \tag{13}
\end{align*}
$$

Functional differentiation may be carried out on the series in (5) by simply replacing each $\sigma$ by
$\delta\left(E-E_{1}\right)$, one at a time. Repeated derivatives are defined in the same way, and denoted by successive subscripts $2,3,4, \cdots$ and the inclusion of more new arguments $E_{2}, E_{3}, E_{1}, \cdots$.

Now it is easy to see how to find the $P$ 's from $C$ : We have

$$
\begin{gather*}
C\left\{0 ; E_{0}, t\right\}=P_{0}\left(E_{0}, t\right), \\
C_{1}\left\{0 ; E_{0} ; E_{1} ; t\right\}=P_{1}\left(E_{0} ; E_{1} ; t\right), \\
C_{M}\left\{0 ; E_{0} ; E_{1}, \cdots, E_{M} ; t\right\} \\
=P_{M I}\left(E_{0} ; E_{1}, \cdots, E_{M} ; t\right) . \tag{14}
\end{gather*}
$$

In fact, Eq. (5) is just the functional equivalent of Maclaurin's expansion. ${ }^{5}$

Consider now what happens if we set $\sigma=1$, in the $M$ th functional derivative. Each term in (5) from the $M$ th onward will have lost $M \sigma$ 's and had the corresponding integrations replaced with fixed energy values. Each distinct physical case will be counted $N!/(N-M)!$ times in the $N$ th term. We find

$$
\begin{align*}
C_{M}\{1 ; & \left.E_{0} ; E_{1} ; \cdots E_{M} ; t\right\} \\
= & \sum_{N=M}^{\infty} \frac{1}{(N-M)!} \int_{0}^{\infty} d E_{M+1} \cdots \int_{0}^{\infty} d E_{N} \\
& \times P_{N}\left(E_{0} ; E_{1}, E_{2} \cdots E_{M}, E_{M+1}, \cdots, E_{N} ; t\right) \\
= & K_{M}\left(E_{0} ; E_{1}, E_{2}, \cdots, E_{M} ; t\right), \tag{15}
\end{align*}
$$

where $K_{M} d E_{1} d E_{2} \cdots d E_{M}$ is seen to represent the probability that there be (at $t$ ) $M$ particles in the energy ranges $d E_{1}, d E_{2}, \cdots, d E_{M}$ around $E_{1}, E_{2}, \cdots$, $E_{M I}$, and any number of other particles.

The function $K_{1}\left(E_{0} ; E_{1} ; t\right)$ is of special importance. The probability of finding a particle in $E_{1}$ to $E_{1}+d E_{1}$ regardless of what other particles may be present is also the mean number in that interval, so this function represents the mean-energy spectrum in the shower at depth $t$. The integral of $K_{1}$ over $E_{1}$ therefore represents the mean number of particles:
$\langle N\rangle_{\mathrm{av}}=\sum_{N=0}^{\infty} N P\left(N, E_{0}, t\right)=\int_{0}^{\infty} d E_{1} K_{1}\left(E_{0}, E_{1}, t\right)$.
It may be shown by ordinary probabilistic reasoning that the integrals of the $K_{M}$ give the combinatoric moments

$$
\begin{align*}
& K\left(M, E_{0}, t\right)=\langle N(N-1) \cdots(N-M+1)\rangle_{\mathrm{av}} \\
& =\int_{0}^{\infty} d E_{1} \cdots d E_{M} K_{M}\left(E_{0} ; E_{1}, E_{2}, \cdots, E_{M}, t\right) . \tag{17}
\end{align*}
$$

The $K_{M}$ are clearly the coefficients for a generalized Taylor's expansion of $C\left\{\sigma ; E_{0}, t\right\}$ around the function

[^22]$\sigma(E)=1$. Thus we can write
\[

$$
\begin{align*}
& C\left\{\sigma ; E_{0}, t\right\}=\sum_{M=0}^{\infty} \frac{1}{M!} \int_{0}^{\infty} d E_{1}\left[\sigma\left(E_{1}\right)-1\right] \\
& \quad \times \int_{0}^{\infty} d E_{2}\left[\sigma\left(E_{2}\right)-1\right] \cdots \int_{0}^{\infty} d E_{M}\left[\sigma\left(E_{M}\right)-1\right] \\
&  \tag{18}\\
& \quad \times K_{M}\left(E_{0} ; E_{1}, E_{2}, \cdots, E_{M}, t\right)
\end{align*}
$$
\]

If we put $\sigma(E)=z$ in (18), expand the binomial, and compare the results with (11), we have the combinatory result

$$
\begin{equation*}
P\left(N, E_{0}, t\right)=\sum_{M=N}^{\infty} \frac{(-1)^{M-N} K\left(M, E_{0}, t\right)}{N!(M-N)!} \tag{19}
\end{equation*}
$$

It was shown in an earlier work ${ }^{2}$ that $K_{1}\left(E_{0} ; E_{1} ; t\right)$ is a Green's function from which all the higher $K_{M}$ may be calculated in order. Hence $C$ can be found in principle from $K_{1}$, but $P\left(N, E_{0}, t\right)$ can be found more directly via $K$ in (19). As usual, we can find $K\left(M, E_{0}, t\right)$ by expànding $G\left(z, E_{0}, t\right)$ in (11) in powers of $z-1$, since it follows from (11) that

$$
\begin{equation*}
G\left(z, E_{0}, t\right)=\sum_{M=0}^{\infty} K\left(M, E_{0}, t\right) \frac{(z-1)^{M}}{M!} \tag{20}
\end{equation*}
$$

## III. CHAPMAN-KOLMOGOROFF EQUATION

The various forms of the Chapman-Kolmogoroff equation ${ }^{6}$ are expressions of the Markoff character of stochastic processes, namely the fact that the intermediate state of the process at any time $t$ is the initial condition for the process following $t$. The equation takes a particularly simple form when written in terms of $C$. We have in fact that the function argument $\sigma$ is simply $C$ at $t=0$. Generalizing, we have

$$
\begin{equation*}
C\left\{\sigma ; E_{0}, t+t^{\prime}\right\}=C\left\{C\left\{\sigma, E, t^{\prime}\right\} ; E_{0}, t\right\} \tag{21}
\end{equation*}
$$

for any two times $t$ and $t^{\prime}$. A formal proof of (21) may be constructed using standard probabilistic arguments, taking the energies $E_{1} \cdots E_{N}$ for each possible shower at depth $t^{\prime}$ as the initial values for $N$ independent showers starting at $t^{\prime}$ and observed at $t+t^{\prime}$. The argument is lengthy but not difficult and is omitted here.

An explicit formula for $C\left\{\sigma ; E_{0}, t\right\}$ may be described as a rule for transforming a function $\sigma\left(E_{0}\right)$ associated with $t=0$ to another function $C\left(E_{0}\right)$ associated with time $t$. As $t$ varies, $C$ follows a trajectory in the function space of the functions $\sigma$. Since the $P_{N}$ are uniquely determined by the initial energy and the functions $q(E, u)$ and $\beta(E)$, these trajectories must be nonintersecting.

[^23]For any fixed $E_{0}$ and any $\beta(E)>0$, a shower has only a finite extent limited by the penetration depth of the origin particle in the (rare) event that it undergoes no duplication at all. We have

$$
\begin{equation*}
t_{\max }=\int_{0}^{E_{0}} \frac{d E}{\beta(E)} \tag{22}
\end{equation*}
$$

Thus we must have

$$
\begin{equation*}
C\left\{\sigma ; E_{0} ; t_{\max }\left(E_{0}\right)\right\}=P_{0}\left(E_{0}, t_{\max }\right)=1 \tag{23}
\end{equation*}
$$

showing that $C$ approaches unity in successively more and more dimensions of the function space (each representing a value of $E_{0}$ ) as $t$ increases indefinitely. Equation (23) is seen to be an extension of the result given in (19).

The Chapman-Kolmogoroff relation (21) may be used to define $C$ for negative times by setting $t+t^{\prime}=0$. However, this definition will only hold for $\sigma$ 's and values of $t$ that do not violate (9). As $t$ gets more and more negative, any $\sigma$ except $\sigma \equiv 1$ will sooner or later violate this restriction.

## IV. INFINITESIMAL TRANSFORMATION GENERATOR

The variation of $C$ with $t$ is determined by the physical processes expressed by $q(E, u)$ and $\beta(E)$. We can find the generator of an infinitesimal transformation of $C$ from $t$ to $t+d t$, or equivalently from 0 to $d t$, by considering only the physical processes of zero and first order in $d t$. We have in fact

$$
\begin{aligned}
P_{1}\left(E_{0} ; E_{1} ; d t\right) & \\
& \simeq\left[1-B\left(E_{0}\right) d t\right] \delta\left[E_{1}-E_{0}+\beta\left(E_{0}\right) d t\right]
\end{aligned}
$$

$$
\begin{aligned}
& P_{2}\left(E_{0} ; E_{1}, E_{2} ; d t\right) \\
& \quad \simeq\left[q\left(E_{0}, E_{1}\right)+q\left(E_{0}, E_{2}\right)\right] d t \delta\left(E_{0}-E_{1}-E_{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
P_{n} \simeq 0 ; N=0,3,4,5, \cdots \tag{24}
\end{equation*}
$$

from which follows

$$
\begin{equation*}
C\left\{\sigma ; E_{0} ; d t\right\} \simeq \sigma\left(E_{0}\right)+d t H\left\{\sigma ; E_{0}\right\} \tag{25}
\end{equation*}
$$

where the functional $H$ is the infinitesimal generator, given by

$$
\begin{align*}
& H\{\sigma ; E\}=-B(E) \sigma(E)-\beta(E) d \sigma(E) / d E \\
&+\int_{0}^{E} d u q(E, \mu) \sigma(u) \sigma(E-u) \tag{26}
\end{align*}
$$

Using (21), we find immediately that

$$
\begin{align*}
C\left\{\sigma ; E_{0} ; t+d t\right\}=C\{\sigma & \left.; E_{0}, t\right\} \\
& +d t H\left\{C\{\sigma ; E, t\} ; E_{0}\right\} \tag{27}
\end{align*}
$$

from which we find the nonlinear integro-differential
equation

$$
\begin{equation*}
\partial C\left\{\sigma ; E_{0}, t\right\} / \partial t=H\left\{C\{\sigma ; E ; t\} ; E_{0}\right\} . \tag{28}
\end{equation*}
$$

Another equation for $\partial C / \partial t$ may be obtained if we first consider a general property of the functional derivative. It follows from the linearity of first-order variations that if $\tau(E)$ is an arbitrary function and $\epsilon$ a sufficiently small positive number,

$$
\begin{align*}
& \begin{array}{l}
C\left\{\sigma(E)+\epsilon \tau(E) ; E_{0}, t\right\} \simeq C\left\{\sigma(E) ; E_{0}, t\right) \\
\\
\\
\quad+\epsilon \int_{0}^{\infty} d u \tau(u) C_{1}\left\{\sigma ; E_{0} ; u ; t\right\}
\end{array} \\
& \text { to first order in } \epsilon . \tag{29}
\end{align*}
$$

If we now replace $t^{\prime}$ in (20) by $d t$, we find

$$
\begin{equation*}
\frac{\partial C\left\{\sigma ; E_{0}, t\right\}}{\partial t}=\int_{0}^{\infty} d u C_{1}\left\{\sigma ; E_{0} ; u ; t\right\} H\{\sigma ; u\} . \tag{30}
\end{equation*}
$$

Equation (30) is linear in $C$ and $C_{1}$, but since both the initial condition and the physical functions $q$ and $\beta$ are contained in $H$, there appears to be no way to exploit this linearity by superposing different $C$ 's. This equation relates to processes near $t=0$ and may be called the "forward" equation, to fit the usual terminology, ${ }^{7}$ whereas Eq. (28) may be called the "backward" equation. In a certain sense Eqs. (28) and (30) are adjoint to each other. ${ }^{2}$ They also represent two special cases of the equation obtained by replacing $t^{\prime}$ by $t^{\prime}+d t$ in (21):

$$
\begin{align*}
& \frac{\partial C\left\{\sigma ; E_{0}, t+t^{\prime}\right\}}{\partial t}=\int_{0}^{\infty} d u C_{1}\left\{C\left\{\sigma ; E ; t^{\prime}\right\} ; E_{0} ; u ; t\right\} \\
& \times H\left\{C\left\{\sigma ; E, t^{\prime}\right\} ; u\right\} \tag{31}
\end{align*}
$$

If $t^{\prime} \rightarrow 0$, we obtain (30), whereas if $t \rightarrow 0$, we find (28), since we see, for instance from (28), that

$$
\begin{equation*}
C_{1}\left\{\sigma ; E_{0} ; E_{1} ; t\right\}=\delta\left(E_{1}-E_{0}\right) . \tag{32}
\end{equation*}
$$

By functionally differentiating (28) and (30), we can find two equations for $C_{1}\left\{\sigma ; E_{0} ; E_{1} ; t\right\}$ :

$$
\begin{align*}
& \begin{array}{l}
\frac{\partial C_{1}\left\{\sigma ; E_{0} ; E_{1} ; t\right\}}{\partial t}=\int_{0}^{\infty} d u H_{1}\left\{C\left\{\sigma ; E_{0}, t\right\} ; u, E_{0}\right\} \\
\\
\quad \times C_{1}\left\{\sigma ; u ; E_{1} ; t\right\}, \\
\frac{\partial C_{1}\left\{\sigma ; E_{0} ; E_{1} ; t\right\}}{\partial t}=\int_{0}^{\infty} d u C_{2}\left\{\sigma ; E_{0} ; E_{1}, u ; t\right\} H\{\sigma ; u\} \\
\quad+\int_{0}^{\infty} d u C_{1}\left\{\sigma ; E_{0} ; u ; t\right\} H_{1}\left\{\sigma ; u ; E_{1}\right\} .
\end{array}
\end{align*}
$$

We note from (25) that

$$
\begin{align*}
H_{1}\left\{\sigma ; E ; E_{1}\right\}= & -B(E) \delta\left(E-E_{1}\right)-\beta(E) \delta^{\prime}\left(E-E_{1}\right) \\
& +2 \eta\left(E-E_{1}\right) q\left(E, E_{1}\right) \sigma\left(E-E_{1}\right) \tag{35}
\end{align*}
$$

and also that

$$
\begin{equation*}
H\left\{1 ; E_{0}\right\}=0 . \tag{36}
\end{equation*}
$$

We cannot readily evaluate $H\left\{0 ; E_{0}\right\}$, however, for the requirement (10) entails a nonvanishing value for $d \sigma / d E$.

We can now find two equations for $K_{1}\left(E_{0} ; E_{1} ; t\right)$, by setting $\sigma=1$ in (33) and (34): The backward equation is

$$
\begin{align*}
\frac{\partial K_{1}\left(E_{0} ; E_{1} ; t\right)}{\partial t}= & \int_{0}^{\infty} d u H_{1}\left\{1 ; E_{0} ; u\right\} K_{1}\left(u ; E_{1} ; t\right) \\
= & -B\left(E_{0}\right) K_{1}\left(E_{0} ; E_{1} ; t\right)-\beta\left(E_{0}\right) \frac{\partial K_{1}}{\partial E_{0}} \\
& +2 \int_{0}^{E_{0}} d u q\left(E_{0}, u\right) K_{1}\left(u ; E_{1} ; t\right), \tag{37}
\end{align*}
$$

whereas the forward equation is

$$
\begin{align*}
\frac{\partial K_{1}\left(E_{0} ; E_{1} ; t\right)}{\partial t}= & \int_{0}^{\infty} d u K_{1}\left(E_{0} ; u ; t\right) H_{1}\left\{1 ; u ; E_{1}\right\} \\
= & -B\left(E_{1}\right) K_{1}\left(E_{0} ; E_{1} ; t\right)+\beta\left(E_{1}\right) \frac{\partial K_{1}}{\partial E_{1}} \\
& +2 \int_{E}^{\infty} d u q\left(u, E_{1}\right) K_{1}\left(E_{0} ; u ; t\right) . \tag{38}
\end{align*}
$$

Higher functional derivatives can be taken and evaluated at $\sigma=1$, thus reproducing the hierarchy of equations given in Ref. 2. If on the other hand we evaluate the equation for $C, C_{1}, C_{2}, \cdots$ at $\sigma=0$ (using integration by parts on the $d \sigma / d E$ term before setting $\sigma=0$ ), we find a set of equations for $P_{N}$ in which each $\partial P_{N} / \partial t$ involves $P_{N+1}$ evaluated with one of its energy arguments equal to zero, again as in Ref. 2.

## V. NUMERICAL EXAMPLES

A simple example for which $C\left\{\sigma ; E_{0}, t\right\}$ can be found is that for which $q$ is a constant, ${ }^{8} B(E)=q E$, and $\beta$ is zero for all $E$. Then (28) becomes

$$
\begin{equation*}
\frac{\partial C}{\partial t}+q E_{0} C=q \int_{0}^{E_{0}} d u C\{\sigma ; u ; t\} C\left\{\sigma ; E_{0}-u ; t\right\} \tag{39}
\end{equation*}
$$

If we define the Laplace transform of $C$ with respect to the variable $E_{0}$ by

$$
\begin{equation*}
\widetilde{C}\{\tilde{\sigma} ; \lambda ; t\}=\int_{0}^{\infty} e^{-\lambda E} C\{\sigma ; E ; t\} d E \tag{40}
\end{equation*}
$$

together with

$$
\begin{equation*}
\tilde{\sigma}(\lambda)=\int_{0}^{\infty} e^{-\lambda E} \sigma(E) d E, \tag{41}
\end{equation*}
$$

[^24]we readily find from (39) that
\[

$$
\begin{equation*}
\tilde{C}\{\tilde{\sigma} ; \lambda ; t\}=\tilde{\sigma}(q t+\lambda) /[1-q t \tilde{\sigma}(q t+\lambda)] \tag{42}
\end{equation*}
$$

\]

Using the usual Laplace inversion integral with $q t+\lambda$ replaced by $\lambda$, we get

$$
\begin{align*}
C\left\{\sigma ; E_{0}, t\right\}= & \frac{1}{2 \pi i} \int_{C-i \infty}^{C+i \infty} d \lambda \\
& \times \exp \left(\lambda E_{0}-q t E_{0}\right) \frac{\tilde{\sigma}(\lambda)}{1-q t \tilde{\sigma}(\lambda)} \tag{43}
\end{align*}
$$

where the integration is taken to the right of all singularities.

Letting $\sigma=z$ (except at $E_{1}=0$ and $\tilde{\sigma}=z / \lambda$ ), we readily find $G\left(z, E_{0}, t\right)$ :

$$
\begin{align*}
G\left(z, E_{0}, t\right) & =\frac{z}{2 \pi i} \int \frac{d \lambda \exp \left[(\lambda-q t) E_{0}\right]}{\lambda-q t z} \\
& =z \exp \left[(z-1) q t E_{0}\right] \tag{44}
\end{align*}
$$

The probability of there being $N$ particles is then

$$
\begin{equation*}
P\left(N, E_{0} t\right)=e^{-q t E_{0}}\left(q t E_{0}\right)^{N-1} /(N-1)! \tag{45}
\end{equation*}
$$

and the combinatorial moments are

$$
\begin{equation*}
K\left(M, E_{0}, t\right)=\left(M+q t E_{0}\right)\left(q t E_{0}\right)^{M-1} \tag{46}
\end{equation*}
$$

The mean is then

$$
\langle N\rangle_{\mathrm{av}}=K\left(1, E_{0}, t\right)=1+q t E_{0}
$$

and the variance is

$$
\begin{align*}
\left\langle N^{2}\right\rangle_{\mathrm{av}}-\langle N\rangle_{\mathrm{av}}^{2}=K(2, & \left.E_{0}, t\right)+K\left(1, E_{0}, t\right) \\
& -K^{2}\left(1, E_{0}, t\right)=q t E_{0} \tag{47}
\end{align*}
$$

showing that once $E_{0}$ and $\langle N\rangle_{\text {av }}$ are large enough, the distribution is essentially Poisson.

When $\beta$ is not zero, the Laplace transform $\tilde{C}$ must satisfy the equation

$$
\begin{equation*}
\frac{\partial \widetilde{C}}{\partial t}-q \frac{\partial \tilde{C}}{\partial \lambda}+\beta(1-\lambda \widetilde{C})=q \widetilde{C}^{2} \tag{48a}
\end{equation*}
$$

A dimensionless version of this equation may be obtained if we replace $\tilde{C}(q / B)^{\frac{1}{2}}$ by $\tilde{C}, \lambda(B / q)^{\frac{1}{2}}$ by $\lambda$, $E_{0}(q / B)^{\frac{1}{2}}$ by $E_{0}$, and $t(\beta q)^{\frac{1}{2}}$ by $t$. More simply, we can merely choose units of energy so that $\beta=q=1$. Thus we write

$$
\begin{equation*}
\frac{\partial \widetilde{C}}{\partial t}-\frac{\partial \tilde{C}}{\partial \lambda}+1-\hat{\lambda} \widetilde{C}=\widetilde{C}^{2} \tag{48b}
\end{equation*}
$$

which becomes a Riccatti equation if we replace $t$ by the variable $t^{\prime}=t+\lambda$. We find for the solution,

$$
\begin{align*}
& \tilde{C}\{\tilde{\sigma} ; \lambda ; t\} \\
& =\left\{\tilde{\sigma}(\lambda+t) e^{\frac{1}{2}(\lambda+t)^{2}}-[(\lambda+t) \tilde{\sigma}(\lambda+t)-1] \int_{\lambda}^{\lambda+t} e^{\frac{1}{2} y^{2}} d y\right\} \\
& \quad \times\left\{\lambda \tilde{\sigma}(\lambda+t) e^{\frac{1}{2}(\lambda+t)^{2}}-[(\lambda+t) \tilde{\sigma}(\lambda+t)-1]\right. \\
& \left.\times\left[e^{\frac{1}{2} \lambda^{2}}+\lambda \int_{\lambda}^{\lambda+t} e^{\frac{1}{2} y^{2}} d y\right]\right\}^{-1} . \tag{49}
\end{align*}
$$

The transform of $G$ is then

$$
\hat{G}(z, \lambda, t)
$$

$$
\begin{equation*}
=\frac{z e^{\frac{1}{2}(\lambda+t)^{2}}-(\lambda+t)(z-1) \int_{\lambda}^{\lambda+t} e^{\frac{1}{2} y^{2}} d y}{\lambda z e^{\frac{1}{2}(\lambda+t)^{2}}-(\lambda+t)(z-1)\left[e^{\frac{1}{2} \lambda^{2}}+\lambda \int_{\lambda}^{\lambda+t} e^{\frac{1}{2} y^{2}} d y\right]} \tag{50}
\end{equation*}
$$

Expanding in powers of $(z-1)$, we get

$$
\begin{align*}
& \tilde{G}(z, \lambda, t)=\frac{1}{\lambda}+\frac{(\lambda+t)}{\lambda^{2} e^{\frac{1}{2} t^{2}+\lambda t}} \sum_{M=1}^{\infty}(z-1)^{M}(-1)^{M-1} \\
& \quad \times\left[\frac{\lambda e^{\frac{1}{2} t^{2}+\lambda t}-(\lambda+t)-\lambda(\lambda+t) \int_{0}^{t} e^{\frac{1}{2} x^{2}+x \lambda} d x}{\lambda e^{\frac{1}{2} t^{2}+\lambda t}}\right]^{M-1} \tag{51}
\end{align*}
$$

whereas in powers of $z$, we find

$$
\begin{align*}
& \tilde{G}(z, \lambda, t) \\
&= \frac{\int_{0}^{t} e^{\frac{1}{2} x^{2}+x \lambda} d x}{1+\lambda \int_{0}^{t} e^{\frac{1}{2} x^{2}+x \lambda} d x}+\frac{e^{\frac{1}{2} t^{2}+t}}{(\lambda+t)^{2}\left[1+\lambda \int_{0}^{t} e^{\frac{1}{2} x^{2}+x \lambda} d x\right]^{2}} \\
& \times \sum_{\lambda=1}^{\infty} z^{N}\left[1-\frac{\lambda e^{\frac{1}{2} t^{2}+t \lambda}}{(\lambda+t)\left(1+\lambda \int_{0}^{t} e^{\frac{1}{2} x^{2}+x \lambda} d x\right)}\right]^{N-1} . \tag{52}
\end{align*}
$$

From (51) and the usual Laplace transform inversion formula we find

$$
\begin{align*}
\langle N\rangle_{\mathrm{av}} & =\frac{1}{2 \pi i} \int d \lambda e^{\lambda E_{0}-\lambda t-\frac{1}{2} t^{2}} \frac{(\lambda+t)}{\lambda^{2}} \\
& =e^{\frac{1}{2} t^{2}}\left[1+t\left(E_{0}-t\right)\right] ; \quad 0<t<E_{0}  \tag{53}\\
& =0 ; \quad E_{0}<t
\end{align*}
$$

We also have

$$
\begin{aligned}
& K\left(2, E_{0}, t\right) \\
&=\left\langle N^{2}\right\rangle_{\mathrm{av}}-\langle N\rangle_{\mathrm{av}} \\
&= \frac{-2}{2 \pi i} \int \frac{d \lambda(\lambda+1) e^{\lambda E_{0}-t^{2}-2 \lambda t}}{\lambda^{3}} \\
& \times\left[\lambda e^{\frac{1}{2} t^{2}+\lambda t}-(\lambda+t)-\lambda(\lambda+t)\right. \\
&\left.\times \int_{0}^{t} d x e^{\frac{1}{2} x^{2}+x \lambda}\right] \\
&= e^{-\frac{1}{2} t^{2}}\left(4 t^{2}-2 t E_{0}-2\right) \\
&+e^{-t^{2}\left(4 t^{4}-4 t^{3} E_{0}+t^{2} E_{0}^{2}-10 t^{2}+4 t E_{0}+2\right)} \\
&+e^{-t^{2}}\left(2 t^{2} E_{0}-4 t^{3}+4 t\right)^{2} \int_{0}^{t} d x e^{\frac{1}{2} x^{2}} ; \\
& 0<t<\frac{1}{2} E_{0}
\end{aligned}
$$

Fig. 1. The mean number of particles $\langle N\rangle_{\mathrm{av}}$ as a function of depth $t$ in the shower described in the text, for different initial energies $E_{0}$. Dimensionless units are employed.


$$
\begin{align*}
= & e^{-\frac{1}{2} t^{2}}\left(4 t^{2}-2 t E_{0}-2\right) \\
& +2\left(1-t^{2}\right) \exp \left(\frac{1}{2} E_{0}^{2}-2 t E_{0}+t^{2}\right) \\
& +e^{-t^{2}}\left(2 t^{2} E_{0}-4 t^{3}+4 t\right) \int_{2 t-E_{0}}^{t} d x e^{\frac{1}{2} x^{2}} ; \\
& \quad \frac{1}{2} E_{0}<t<E_{0} \\
= & 0 ; \quad E_{0}<t . \tag{54}
\end{align*}
$$

The dimensional forms for $\langle N\rangle_{\text {av }}$ and $\left\langle N^{2}\right\rangle_{\text {av }}$ $\langle N\rangle_{\text {av }}$ may be obtained from (53) and (54) by replacing $t$ by $t(\beta q)^{\frac{1}{2}}, E_{0} t$ by $q E_{0} t$, and $E_{0}$ by $E_{0}(q / B)^{\frac{1}{2}}$. The results agree with Eqs. (29) and (30) of Ref. 8 except that the lower limit for the $x$ integration in the case $\frac{1}{2} E_{0}<t<E_{0}$ was mistakenly set at zero in the earlier reference.

Figures 1 and 2 show curves of $\langle N\rangle_{\mathrm{av}}$ and the variance divided $\langle N\rangle_{\text {av }}$,

$$
\left[\left\langle N^{2}\right\rangle_{\mathrm{av}}-\langle N\rangle_{\mathrm{av}}^{2}\right] /\langle N\rangle_{\mathrm{av}} .
$$



Fig. 2. The relative fluctuation or ratio of variance to mean, for the shower in the text, as a function of depth $t$ for different initial energies $E_{0}$.

From (52) we can read out directly the Laplace transforms of each $P\left(N, E_{0}, t\right)$. Figures 3-10 show


Fig. 3. The probability $P\left(N, E_{0}, t\right)$ of $N$ particles at depth $t$ when the incident energy is $E_{0}$, as a function of $E_{0}$ for $t=0.3$ dimensionless units.


Fig. 4. Same as Fig. 3, for $t=1.0$.


Fig. 5. Same as Fig. 3, for $t=2.0$.


Fig. 6. $P\left(N, E_{0}, t\right)$ as a function of depth for $N=3,6$, and 10 at $E_{0}=10$.

Fig. 7. Same as Fig. 6, for $N=$ $3,6,10$, and 20 at $E_{0}=20$


Fig. 8. $P\left(N, E_{0}, t\right)$ as a function of $N$ for $t=0.3,1.0$ and 2.0 , and $E_{0}=10$. The vertical lines represent the mean values $\langle N\rangle_{\text {av }}$. The dashed curve represents Poisson statistics for $t=0.3$.

Fig. 9. Same as Fig. 8, for $E_{0}=20$. A Poisson distribution is drawn in for $t=2.0$.




Fig. 10. Same as Fig. 8, for $E_{0}=40$. A Poisson distribution is shown for $t=0.3$.
graphs of $P\left(N, E_{0}, t\right)$ for selected values of $N, E_{0}$, and $t$, calculated by the Laplace inversion techniques of Bellman et al. ${ }^{9}$

## VI. A CLASS OF CHARACTERISTIC FUNCTIONALS

We have not been able to find the characteristic functional for any physically more realistic case such as that of the Furry ${ }^{10}$ model with ionization in which $\beta$ is a constant and $q(E, \mu)=1 / E$. However, it is possible to generate characteristic functionals that satisfy the Chapman-Kolmogoroff equation and may or may not have physical significance, by the following device.

Choose any invertible operation $T$ that transforms an arbitrary function $\sigma(E)$ into a function $\tau(\mu)$ in some appropriate space. We write

$$
\begin{equation*}
T\{\sigma(E) ; \mu\}=\tau(\mu) \tag{55a}
\end{equation*}
$$

and the inverse

$$
\begin{equation*}
T^{-1}\{\tau(\mu) ; E\}=\sigma(E) \tag{55b}
\end{equation*}
$$

Next we choose a function $\phi(t)$ that has an inverse, so that if

$$
\begin{equation*}
s=\phi(t) \tag{56a}
\end{equation*}
$$

then

$$
\begin{equation*}
t=\phi^{-1}(s) \tag{56b}
\end{equation*}
$$

Now we define $C$ by the relation

$$
\begin{equation*}
C\left\{\sigma ; E_{0}, t\right\}=T^{-1}\left\{T\left\{\sigma(E) ; \phi\left[\phi^{-1}(\mu)+t\right]\right\}+a t ; E_{0}\right\} \tag{57}
\end{equation*}
$$

where $a$ is a constant and $T^{-1}$ operates on the variable $\mu$ in $\phi^{-1}$.

To test (57) in (21), let us write

$$
\sigma(E)=T^{-1}\left\{T\left\{\sigma^{\prime}\left(E^{\prime}\right) ; \phi\left[\phi^{-1}(\mu)+t^{\prime}\right]\right\}+a t^{\prime} ; E\right\} .
$$

[^25]When this expression is substituted in (57), we see by (55a) that the inner operation $T$ yields

$$
T\left\{\sigma^{\prime}\left(E^{\prime}\right) ; \phi\left[\phi^{-1}\left(\mu^{\prime}\right)+t^{\prime}\right]\right\}+a t^{\prime},
$$

evaluated for $\mu^{\prime}=\phi\left[\phi^{-1}(\mu)+t\right]$. We have

$$
\phi\left\{\phi^{-1}\left(\phi\left[\phi^{-1}(\mu)+t\right]\right)+t^{\prime}\right\}=\phi\left[\phi^{-1}(\mu)+t+t^{\prime}\right],
$$

so we obtain
$C\left\{C\left\{\sigma^{\prime}, E ; t^{\prime}\right\} ; E_{0} ; t\right\}$
$=T^{-1}\left\{T\left\{\sigma^{\prime}\left(E^{\prime}\right) ; \phi\left[\phi^{-1}(\mu)+t+t^{\prime}\right]\right\}+a\left(t^{\prime}+t\right) ; E_{0}\right\}$
$=C\left\{\sigma^{\prime}\left(E^{\prime}\right) ; E_{0} ; t+t^{\prime}\right\}$,
thus showing that (57) satisfies (21).
It can be shown, for instance, that (49) is a special

$$
\begin{aligned}
& \text { case of (57) with } \\
& \begin{aligned}
\tau(\mu) & =T\{\sigma ; \mu\}=\frac{e^{\frac{1}{2 \mu^{2}}}}{\mu-1 / \tilde{\sigma}(\mu)}-\int_{0}^{\mu} e^{\frac{1}{2} \nu^{2}} d y, \\
\sigma(E) & =T^{-1}\{\tau ; E\} \\
= & \frac{1}{2 \pi i} \int \frac{e^{\lambda E} d \lambda}{\lambda}\left[1+\frac{\left.e^{\frac{1}{2} \lambda^{2}} \right\rvert\, \lambda}{\left.\tau(\lambda)+\int_{0}^{\lambda} e^{\frac{1}{2} y^{2}} d y-e^{\frac{1}{2} \lambda^{2}} \right\rvert\, \lambda}\right] \\
\phi(t) & =t, \\
\phi^{-1}(s) & =s, \\
a & =0 .
\end{aligned}
\end{aligned}
$$

The simpler case in which $q$ is constant and $\beta=0$ can be readily shown to be a case of (57) with

$$
\begin{align*}
\tau(\mu) & =T\{\sigma ; \mu\}=\frac{1}{\sigma(\mu)}, \\
T^{-1}\{\tau ; E\} & =\frac{1}{2 \pi \tau} \int \frac{e^{\lambda E} d \lambda}{\tau(\lambda)},  \tag{59}\\
\phi(t) & =q t, \\
\phi^{-1}(s) & =s / q, \\
a & =-q .
\end{align*}
$$

## VII. GENERALIZATION TO ELECTRONPHOTON SHOWERS

When two kinds of particles are involved, the characteristic functional has two components. As
an example，we give the definition and the infinitesimal transformation generator for an electron－photon cascade，neglecting lateral spread．The master func－ tions are as follows：The probability that a shower initiated by an electron of energy $E_{0}$ will generate $N$ electrons of either sign of energies $E_{1}, \cdots, E_{N}$ and $v$ photons of energies $\mathcal{E}_{1}, \cdots, \mathcal{E}_{v}$ in thickness $t$ is written as

$$
\begin{equation*}
P_{N v}^{e}\left(E_{0} ; E_{1}, \cdots, E_{N} ; \varepsilon_{1}, \cdots, \varepsilon_{v} ; t\right) \tag{60a}
\end{equation*}
$$

while the corresponding probability for a shower initiated by a photon of energy $\delta_{0}$ is

$$
\begin{equation*}
P_{N v}^{\eta}\left(E_{0} ; E_{1}, \cdots E_{N} ; \varepsilon_{1} ; \cdots \varepsilon_{v} ; t\right) \tag{60b}
\end{equation*}
$$

The two components of the characteristic functional will each be functionals of two arbitrary functions $\sigma(E)$ and $\tau(\delta)$ ，as well as of one initial energy $E_{0}$ or $\mathcal{E}_{0}$ and the thickness $t$ ．We have，for instance，

$$
\begin{align*}
C^{e}\{\sigma(E), & \left.\tau(\epsilon) ; E_{0} ; t\right\} \\
= & \sum_{N=0}^{\infty} \sum_{v=0}^{\infty} \frac{1}{N!\nu!} \int_{0}^{\infty} d E_{1} \cdots \int_{0}^{\infty} d E_{N} \\
& \times \int_{0}^{\infty} d \delta_{1} \cdots \int_{0}^{\infty} d \varepsilon_{v} \\
& \times \sigma\left(E_{1}\right) \cdots \sigma\left(E_{N}\right) \tau\left(\delta_{1}\right) \cdots \tau\left(\delta_{v}\right) \\
& \times P_{N v}^{e}\left(E_{0} ; E_{1}, \cdots E_{N} ; \varepsilon_{1}, \cdots, \varepsilon_{v} ; t\right) \tag{61}
\end{align*}
$$

The expression for $C^{\gamma}$ differs by having $\varepsilon_{0}$ in place of $E_{0}$ and $P_{N_{v}}^{v}$ in place of $P^{e}{ }_{N \nu}$ ．

Let us describe the set of physical processes involved in the shower by four functions：（a）The probability in $d t$ that an electron or positron of energy $E$ radiates a photon of energy $\varepsilon$ to $\mathcal{E}+d \mathcal{E}$ is $\pi(E, \varepsilon) d \varepsilon d t$ ； （b）the probability in $d t$ that a photon of energy $\varepsilon$ generates an electron－positron pair of energies $E$ to $E+d E$ and $\mathcal{E}-E$ to $\mathcal{E}-E-d E$ is $\gamma(\mathcal{E}, E) d E d t=$ $\gamma(\mathcal{E}, \mathcal{E}-E) d E d t$ ；（c）the probability that photon of energy $\&$ will undergo a Compton scattering in $d t$ and have its energy reduced to $母^{\prime}+d 母^{\prime}$ is $c\left(\mathcal{E}, \mathcal{E}^{\prime}\right) d 母^{\prime} d t$ ； （d）an electron or positron of energy $E$ will lose energy $\beta(E) d t$ in $d t$ ．

We readily find for the generator of infinitesimal transformations

$$
\begin{align*}
& H^{e}\left\{\sigma(E), \tau(\mathcal{E}) ; E_{0}\right\} \\
& =-\beta\left(E_{0}\right) \sigma^{\prime}\left(E_{0}\right)-\sigma\left(E_{0}\right) \int_{0}^{E_{0}} d E \pi(E, \varepsilon) \\
& +\int_{0}^{E_{0}} d E \pi(E, \varepsilon) \tau(\varepsilon) \sigma(E-\varepsilon),  \tag{61a}\\
& H^{\gamma}\left\{\sigma(E), \tau(\varepsilon) ; \varepsilon_{0}\right\} \\
& =-\tau\left(E_{0}\right) \int_{0}^{E_{0}} d E \gamma\left(\varepsilon_{0}, E\right) \\
& -\tau\left(\varepsilon_{0}\right) \int_{0}^{\delta_{0}} d \varepsilon c\left(\varepsilon_{0}, \varepsilon\right)+\int_{0}^{\varepsilon_{0}} d \varepsilon c\left(\varepsilon_{0}, \varepsilon\right) \sigma\left(\varepsilon_{)}\right. \\
& +\int_{0}^{\varepsilon_{0}} d E \gamma\left(\varepsilon_{0}, E\right) \sigma(E) \sigma\left(\varepsilon_{0}-E\right) . \tag{62b}
\end{align*}
$$

The infinitesimal transformations are then

$$
\begin{align*}
& C^{e}\left\{\sigma(E), \tau(E) ; E_{0} ; \Delta t\right\} \\
& \quad=\sigma\left(E_{0}\right)+\Delta t H^{e}\left\{\sigma(E), \tau(\mathcal{E}) ; E_{0}\right\},  \tag{63}\\
& C^{\gamma}\left\{\sigma(E), \tau(\mathcal{E}) ; \varepsilon_{0} ; \Delta t\right\}=\tau\left(\mathcal{E}_{0}\right)+\Delta t H^{\gamma}\left\{\sigma(E), \tau(\mathcal{E}) ; \mathcal{E}_{0}\right\} . \tag{64}
\end{align*}
$$

The Chapman－Kolmogoroff relation now becomes two equations：

$$
\begin{align*}
& C^{e}\left\{\sigma(E), \tau(\varepsilon) ; E_{0} ; t+t^{\prime}\right\} \\
& =C^{\ell}\left\{C^{e}\left\{\sigma\left(E^{\prime \prime}\right), \tau\left(\mathcal{E}^{\prime \prime}\right) ; E ; t\right\}\right. \\
& \left.\quad C^{\gamma}\left\{\sigma\left(E^{\prime}\right), \tau\left(\mathcal{E}^{\prime}\right) ; \varepsilon ; t\right\} ; E_{0} ; t^{\prime}\right\}  \tag{65a}\\
& C^{\gamma}\left\{\sigma(E), \tau(\mathcal{E}) ; \mathcal{E}_{0} ; t+t^{\prime}\right\} \\
& =C^{\prime}\left\{C^{e}\left\{\sigma\left(E^{\prime \prime}\right), \tau\left(\mathcal{E}^{\prime \prime}\right) ; E ; t\right\} ;\right. \\
& \left.\quad C^{y}\left\{\sigma\left(E^{\prime}\right), \tau\left(\mathcal{E}^{\prime}\right) ; \varepsilon, t\right\} ; \varepsilon_{0}, t^{\prime}\right\} \tag{65b}
\end{align*}
$$

The backward and forward equations corresponding to（28）and（30）become the two coupled pairs：

$$
\begin{align*}
& \partial C^{e}\left\{\sigma, \tau ; E_{0} ; t\right\} / \partial t \\
& \quad=H^{e}\left\{C^{e}\{\sigma, \tau ; E ; t\}, C^{\gamma}\{\sigma, \tau ; \varepsilon ; t\} ; \varepsilon_{0}\right\},  \tag{66a}\\
& \\
& \begin{aligned}
& \partial C^{\gamma}\left\{\sigma, \tau ; \varepsilon_{0}, t\right\} / \partial t \\
&=H^{\gamma}\left\{C^{e}\{\sigma, \tau ; E ; t\}, C^{\gamma}\{\sigma, \tau ; \varepsilon, t\} ; \varepsilon_{0}\right\},
\end{aligned} \tag{66b}
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{\partial C^{e}\left\{\sigma, \tau ; E_{0} ; t\right\}}{\partial t} \\
& \quad=\int_{0}^{\infty} d u C_{1 ; 0}^{e}\left\{\sigma, \tau ; E_{0} ; u ; t\right\} H^{e}\{\sigma, \tau ; u\} \\
& \quad+\int_{0}^{\infty} d v C_{0 ; 1}^{e}\left\{\sigma, \tau ; E_{0} ; v ; t\right\} H^{v}\{0, \tau ; v\}
\end{aligned}
$$

$$
\frac{\partial C^{e}\left\{\sigma, \tau ; E_{0} ; t\right\}}{\partial t}
$$

$$
=\int_{0}^{\infty} d u C_{1 ; 0}^{\gamma}\left\{\sigma, \tau ; E_{0}, u, t\right\} H^{e}\{\sigma, \tau ; u\}
$$

$$
\begin{equation*}
+\int_{0}^{\infty} d v C_{0 ; 1}^{\gamma}\left\{\sigma, \tau ; E_{0}, v, t\right\} H^{\nu}\{\sigma, \tau ; v\} \tag{67b}
\end{equation*}
$$

## VIII．CONCLUSION

Many relations among probabilities of interest for multiplicative processes involving a parameter like energy or age can be readily and elegantly derived by use of the characteristic functional given in this paper． While its actual use in computing distributions for physically interesting cases must await further devel－ opments，such as that of appropriate variational principles or extensions of the Green＇s function method，the relations among the various quantities can be exhibited with some transparency by this method．Thus it may constitute a modest step toward the solution of a class of hitherto intractable problems．
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#### Abstract

A homogeneous nonlinear boundary-value problem, which reduces to the Helmholtz equation when the nonlinearity is removed, is solved by an expansion method using as a basis the eigenfunctions of the linear Helmholtz equation. The nonlinear differential equation is reduced to a nonlinear algebraic system in the expansion coefficients, which can be easily solved with any desired degree of accuracy. It is found that with only three terms in the eigenfunction expansion, a satisfactory agreement with the exact numerical solution of the problem is obtained, even for strongly nonlinear cases. Solutions are presented both in one-dimensional slab and cylindrical geometries. It is also shown that the method can be applied to inhomogeneous problems.


## 1. INTRODUCTION

THE aim of this paper is to present a simple method for solving a class of nonlinear boundary-value problems, which reduce to the Helmholtz equation when the nonlinearities are removed. The problem presented arose in connection with the determination of the distribution of the energy released in a nuclear reactor as a result of a power excursion.

Explicit solutions are given in one-dimensional geometries for a homogeneous boundary value problem with a certain type of nonlinearity. It is then shown that the method can also be used to solve inhomogeneous boundary value problems.

## 2. NONLINEAR HELMHOLTZ EQUATION

Ergen ${ }^{1}$ has shown recently that the distribution of the energy released in a nuclear reactor as a result of a power excursion is given by the solution of the following nonlinear boundary-value problem:

$$
\begin{gather*}
\nabla^{2} y(x)+(1-c y) y=0,  \tag{1}\\
y(S)=0,
\end{gather*}
$$

where $S$ is the domain boundary, and $c$ is a given positive constant. We have called Eq. (1) a nonlinear Helmholtz equation because if the nonlinearity is removed ( $c=0$ ), the classical Helmholtz equation is obtained. In this paper, we only consider onedimensional and symmetric domains. Proofs of the existence and uniqueness of the solution of nonlinear elliptic boundary-value problems are very difficult to obtain. For equations of the general type (1), Courant and Hilbert ${ }^{2}$ show that solutions exist if

$$
\begin{equation*}
|(1-c y) y| \leq N, \tag{2}
\end{equation*}
$$

[^26]i.e., when the nonlinear function in Eq. (1) is bounded in the domain.

From the physical nature of the problem, we conjecture that Eq. (1) has a solution which is unique, positive, and bounded. Using this assumption, the following plausible argument indicates that the solution has an explicit upper bound. By the boundedness assumption, the solution of (1) must have at least a regular maximum in the domain, excluding irregular distributions. Let one such maximum occur at $\bar{x}$, then

$$
\begin{gather*}
y(\bar{x})=M, \quad d y(\bar{x}) / d x=0, \\
\nabla^{2} y(\bar{x})=a\left[d^{2} y(\bar{x}) / d x^{2}\right]=M(c M-1)<0 . \tag{3}
\end{gather*}
$$

In slab geometry, $a \equiv 1$; for cylinders, $a=1$ for $\bar{x} \neq 0$ and $a=2$ for $\bar{x}=0$; for spheres $a=1$ for $\bar{x} \neq 0$ and $a=3$ for $\bar{x}=0$. This is because if the maximum is at the origin,

$$
\lim _{x \rightarrow 0} \frac{1}{x} \frac{d y(x)}{d x}=\frac{d^{2} y(0)}{d x^{2}},
$$

by L'Hopital's rule. But for $x \neq \bar{x}$ we also have

$$
\begin{equation*}
\nabla^{2} y(x)=y(c y-1)<0, \tag{4}
\end{equation*}
$$

because $y<M$. Hence, there can be no minimum for any $x$, because this requires

$$
d y(x) / d x=0, \quad \nabla^{2} y(x)=a\left(d^{2} y / d x^{2}\right)>0,
$$

in contradiction with Eq. (4). Therefore, the only maximum of the solution occurs at $\bar{x}$. By symmetry, this maximum must be at the center of the domain. From Eq. (3), we have

$$
\begin{equation*}
y(x)<y(\bar{x})=M<1 / c . \tag{5}
\end{equation*}
$$

In what follows, an expansion method for the solution of Eq. (1) is presented. The expansion uses as a basis the eigenfunctions of the linear Helmholtz equation associated with the problem.

## 3. EIGENFUNCTION EXPANSION METHOD

In what follows, we present the method in onedimensional slab and cylindrical geometries. The solution to the boundary-value problem (1) is sought in the form of a series

$$
\begin{equation*}
y(x)=\sum_{v=1}^{\infty} A_{v} \varphi_{v}(x) \tag{6}
\end{equation*}
$$

where $\varphi_{v}$ satisfy the linear Helmholtz equation associated with (1),

$$
\begin{align*}
\nabla^{2} \varphi_{v}+B_{v}^{2} \varphi_{v} & =0  \tag{7}\\
\varphi_{v}(S) & =0
\end{align*}
$$

As the problem under study has symmetry, we choose

$$
\begin{align*}
\varphi_{v}(x) & =\cos (2 v-1)(\pi / 2 R) x, \\
B_{v} & =(2 v-1)(\pi / 2 R),  \tag{8}\\
\nu & =1,2,3, \ldots,
\end{align*}
$$

for slab geometry, and

$$
\begin{align*}
\varphi_{v}=J_{0}\left(B_{v} r\right), \quad B_{v} R & =v \text { th positive zero of } J_{0}(x), \\
v & =1,2,3, \ldots, \tag{9}
\end{align*}
$$

for cylindrical geometry. $J_{0}(x)$ is the Bessel function of
the first kind, and $R$ is the slab half width or the cylinder radius. Substituting Eq. (6) into Eq. (1) and using (7), one gets

$$
\begin{equation*}
\sum_{v=1}^{\infty}\left(1-B_{v}^{2}\right) A_{v} \varphi_{v}=c \sum_{v=1}^{\infty} A_{v} \varphi_{v} \sum_{k=1}^{\infty} A_{k} \varphi_{k} . \tag{10}
\end{equation*}
$$

Equation (10) is the fundamental starting point of this analysis. We define the $j$-mode approximation as that in which only the first $j$ summands are kept in the summations of (10). In detail, the nonlinear term then becomes

$$
\begin{align*}
& c \sum_{v=1}^{j} A_{v} \varphi_{v} \sum_{k=1}^{j} A_{k} \varphi_{k}=c\left[A_{1}^{2} \varphi_{1}^{2}+A_{2}^{2} \varphi_{2}^{2}+\cdots+A_{j}^{2} \varphi_{j}^{2}\right. \\
& \quad+2 A_{1} A_{2} \varphi_{1} \varphi_{2}+\cdots+2 A_{1} A_{j} \varphi_{1} \varphi_{j}+2 A_{2} A_{3} \varphi_{2} \varphi_{3} \\
&\left.+\cdots+2 A_{2} A_{j} \varphi_{2} \varphi_{j}+\cdots+2 A_{j-1} A_{j} \varphi_{j-1} \varphi_{j}\right] . \tag{11}
\end{align*}
$$

Using the orthogonality properties of the eigenfunctions (7), the space variable is now eliminated from (10) by multiplying it by $\varphi_{l}(x)$ (slab geometry) or $x \varphi_{l}(x)$ (cylindrical geometry) and integrating over the domain. In this way, we obtain a coupled nonlinear algebraic system in the expansion coefficients $A_{v}$ :

$$
\begin{gather*}
b_{1}^{11} A_{1}^{2}+b_{1}^{22} A_{2}^{2}+\cdots+b_{1}^{j j} A_{j}^{2}+2 b_{2}^{11} A_{1} A_{2}+\cdots+2 b_{j}^{11} A_{1} A_{j} \\
+2 b^{1,2,3} A_{2} A_{3}+\cdots+2 b^{1,2, j} A_{2} A_{j}+\cdots+2 b^{1, j-1, j} A_{j-1} A_{j}=c_{1} A_{1}, \\
b_{2}^{11} A_{1}^{2}+b_{2}^{22} A_{2}^{2}+\cdots+b_{2}^{j j} A_{j}^{2}+2 b_{1}^{22} A_{1} A_{2}+\cdots+2 b^{1,2, j} A_{1} A_{j} \\
+2 b_{3}^{22} A_{2} A_{3}+\cdots+2 b_{j}^{22} A_{2} A_{j}+\cdots+2 b^{2, j-1, j} A_{j-1} A_{j}=c_{2} A_{2}, \\
\cdots \\
\cdots \tag{12}
\end{gather*}
$$

The notation in system (12) is as follows:

$$
\begin{gather*}
b_{m}^{l l}=\frac{1}{R} \int_{-R}^{R} \varphi_{i}^{2} \varphi_{m} d x, \quad b^{l, m, n}=\frac{1}{R} \int_{-R}^{R} \varphi_{l} \varphi_{m} \varphi_{n} d x, \\
c_{j}=\left(1-B_{j}^{2}\right) / c,
\end{gather*}
$$

for slab geometry, and

$$
\begin{gather*}
b_{m}^{l l}=\frac{1}{R^{2}} \int_{0}^{R} x \varphi_{l}^{2} \varphi_{m} d x, \quad b^{l, m, n}=\frac{1}{R^{2}} \int_{0}^{R} x \varphi_{l} \varphi_{m} \varphi_{n} d x, \\
c_{j}=\left\{\left(1-B_{j}^{2}\right)\left[J_{1}\left(B_{j} R\right)\right]^{2}\right\} / 2 c, \tag{14}
\end{gather*}
$$

for cylindrical geometry; here, $J_{1}(x)$ is the Bessel function of the first kind, of order one. The eigenfunctions and eigenvalues used were defined in Eqs. (8) and (9).

In slab geometry, the integrals appearing in (13) can always be determined in closed form. In particular,
the $b_{m}^{l l}$ are given compactly in the form:

$$
\begin{align*}
b_{m}^{l l}=\frac{(-1)^{m+1}}{\pi} & {\left[\frac{1}{3+4(l-1)-2 m}\right.} \\
& \left.+\frac{2}{2 m-1}-\frac{1}{1+4(l-1)+2 m}\right] \tag{15}
\end{align*}
$$

In cylindrical geometry, the integrals in (14) cannot be obtained in closed form, but are readily obtained numerically by Simpson's rule. In Table I, we give the first 10 integrals (14) required for the three-mode approximation; they were calculated using a $21-$ point Simpson's rule.

One should note that once the $b$ coefficients of (12) have been calculated, they remain the same for all boundary-value problems (1). The only new data for each problem are the coefficients $c_{j}$ in the right-hand side of Eq. (12), which can be readily obtained from

Table I. Bessel integrals (14).

| $b_{1}^{11}$ | $9.744 \times 10^{-2}$ |
| :--- | ---: |
| $b_{1}^{22}$ | $3.642 \times 10^{-2}$ |
| $b_{3}^{33}$ | $2.279 \times 10^{-2}$ |
| $b_{2}^{11}$ | $1.804 \times 10^{-2}$ |
| $b_{3}^{11}$ | $-1.758 \times 10^{-3}$ |
| $b_{2}^{22}$ | $7.481 \times 10^{-3}$ |
| $b_{2}^{33}$ | $4.587 \times 10^{-3}$ |
| $b_{3}^{32}$ | $1.513 \times 10^{-2}$ |
| $b_{3}^{33}$ | $6.434 \times 10^{-3}$ |
| $b^{1,2,3}$ | $9.937 \times 10^{-3}$ |

Eqs. (13) and (14). It should also be noticed that, to the order of the modal approximation used, the nonlinear terms have been treated rigorously; that is, no linearization of terms is involved in any order of approximation.

## 4. DISCUSSION OF RESULTS

For slab geometry, the solution of Eq. (1) can be expressed in terms of elliptic functions, and for cylindrical geometry, the solution does not seem to be given in terms of tabulated functions. ${ }^{3}$ McKinney solved numerically the following initial value problem associated with (1):

$$
\begin{gather*}
\nabla^{2} y+(1-c y) y=0 \\
y(0)=1, \quad d y(0) / d x=0, \tag{16}
\end{gather*}
$$

for slab and cylindrical geometries. For clarity, in Fig. 1 we give a qualitative plot of the solutions of (16) in slab geometry. Using his numerical results, the corresponding boundary-value problem (1) was generated using for each value of $c$, the domain size at which the initial value problem solution vanished. In this way, for each value of $c$, the solutions of the initial and boundary-value problems are identical and can be compared directly.

When only the first (fundamental) eigenfunction is kept in the expansion (6), system (12) reduces to

$$
\begin{equation*}
b_{1}^{11} A_{1}^{2}=c_{1} A_{1} \tag{17}
\end{equation*}
$$



Fig. 1. Qualitative plot of the solutions of the initial value problem (16) in slab geometry, $0<a_{1}<a_{2} \cdots<1$.
or

$$
\begin{equation*}
A_{1}=c_{1} / b_{1}^{11} \tag{18}
\end{equation*}
$$

The results obtained from the "exact" numerical solution of (1) and from the one-mode treatment are given in Table II. For the strongly nonlinear cases, $c \rightarrow 1$, the distribution (Fig. 1) becomes markedly different from the linear distribution, $c=0$. For slab and cylindrical geometries, the one-mode approximation is a fair approximation to the exact solution when $c \nLeftarrow 0.9$ and $c \neq 0.7$, respectively.

In the two-mode approximation, one lets $j=2$ in (12) and it becomes:

$$
\begin{align*}
& b_{1}^{11} A_{1}^{2}+b_{1}^{22} A_{2}^{2}+2 b_{2}^{11} A_{1} A_{2}=c_{1} A_{1}, \\
& b_{2}^{11} A_{1}^{2}+b_{2}^{22} A_{2}^{2}+2 b_{1}^{22} A_{1} A_{2}=c_{2} A_{2} . \tag{19}
\end{align*}
$$

In the three-mode approximation, we let $j=3$ in (12) and this becomes:

$$
\begin{gather*}
b_{1}^{11} A_{1}^{2}+b_{1}^{22} A_{2}^{2}+b_{1}^{33} A_{3}^{2}+2 b_{2}^{11} A_{1} A_{2}+2 b_{3}^{11} A_{1} A_{3} \\
+ \\
+2 b^{1,2,3} A_{2} A_{3}=c_{1} A_{1}, \\
b_{2}^{11} A_{1}^{2}+b_{2}^{22} A_{2}^{2}+b_{2}^{33} A_{3}^{2}+2 b_{1}^{22} A_{1} A_{2}+2 b^{1,2,3} A_{1} A_{3} \\
+ \\
+2 b_{3}^{22} A_{2} A_{3}=c_{2} A_{2},  \tag{20}\\
b_{3}^{11} A_{1}^{2}+b_{3}^{22} A_{2}^{2}+b_{3}^{33} A_{3}^{2}+2 b^{1,2,3} A_{1} A_{2}+2 b_{1}^{33} A_{1} A_{3} \\
+2 b_{2}^{33} A_{2} A_{3}=c_{3} A_{3},
\end{gather*}
$$

and so forth. Nonlinear algebraic systems such as

Table II. One-mode approximation vs exact solution.

| $c$, | Domain size |  | Max value of $y$ at domain center |  |  |  | Integral of solution over domain |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Slab |  | Cylinder |  | Slab |  |  | Cylinder |  |  |
| Nonlinear parameter | Slab | Cyl. | Exact | 1-mode approx | Exact | 1-mode approx | Exact | 1-mode approx | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ | Exact | 1-mode approx | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ |
| 0.3 | 1.821 | 2.724 | , | 1.008 | 1 | 1.025 | 2.344 | 2.329 | 0.6 | 2.434 | 2.393 | 1.7 |
| 0.5 | 2.078 | 3.039 | 1 | 1.010 | 1 | 1.035 | 2.709 | 2.671 | 1.4 | 2.812 | 2.714 | 3.5 |
| 0.7 | 2.503 | 3.536 | 1 | 1.025 | 1 | 1.064 | 3.336 | 3.255 | 2.4 | 3.462 | 3.241 | 6.4 |
| 0.9 | 3.511 | 4.653 | 1 | 1.049 | 1 | 1.126 | 4.957 | 4.681 | 5.6 | 5.135 | 4.525 | 11.9 |
| 0.99 | 5.777 | 7.064 | 1 | 1.102 | 1 | 1.234 | 9.108 | 8.105 | 11.0 | 9.426 | 7.530 | 20.1 |

[^27]Table III. Two-mode approximation vs exact solution.

| c, Nonlinear parameter | $\underset{R}{\text { Domain size }}$ |  | Max value of $y$ at domain center |  |  |  | Integral of solution over domain |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Slab |  | Cylinder |  | Slab |  |  | Cylinder |  |  |
|  | Slab | Cyl. | Exact | 2-mode approx | Exact | $\begin{aligned} & \text { 2-mode } \\ & \text { approx } \end{aligned}$ | Exact | 2-mode approx | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ | Exact | $\begin{aligned} & \hline \text { 2-mode } \\ & \text { approx } \end{aligned}$ | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ |
| 0.7 | 2.503 | 3.536 | 1 | 1.000 | 1 | 0.989 | 3.336 | 3.330 | 0.2 | 3.462 | 3.452 | 0.4 |
| 0.9 | 3.511 | 4.653 | 1 | 0.992 | 1 | 0.964 | 4.957 | 4.932 | 0.5 | 5.135 | 5.067 | 1.3 |
| 0.99 | 5.777 | 7.064 | 1 | 0.967 | 1 | 0.890 | 9.108 | 8.935 | 1.9 | 9.426 | 9.005 | 4.5 |

(19) and (20) can easily be solved by the NewtonRaphson iteration method. ${ }^{4}$ It is noted that appropriate initial guesses for $A_{1}, A_{2}$, and $A_{3}$ have been found to be respectively $A_{1}$, as given by (18), $-A_{1} / 10$ (the minus sign because the second mode must necessarily lead to a flattening of the fundamental mode distribution), and $A_{1} / 100$. Convergence of the Newton-Raphson method was obtained in this way after only three iterations in all cases studied. Systems (19) and (20) were programmed for solution by a small electronic computer, although, if necessary, they can be solved with a desk calculator.

In Table III, the results obtained with the twomode approximation are given, together with the exact numerical results. The two-mode approximation is already in fairly good agreement with the exact answer, in particular for slab geometry. As expected, the agreement worsens for the more nonlinear cases, where the flattening of the distribution becomes more pronounced.

In Table IV, we give the results obtained from the three-mode approximation. The agreement is much improved relative to the two-mode approximation. This agreement is quite satisfactory even for the strongest nonlinear case studied, $c=0.99$, both in slab and cylindrical geometries. The excellent accuracy obtained with three modes for the integral of the distribution is a further check that the exact distribution is uniformly well approximated over all the domain, and not only at its center.

## 5. INHOMOGENEOUS NONLINEAR BOUNDARYVALUE PROBLEMS

The method developed in Sec. 3 can be applied without difficulty to inhomogeneous problems. Consider the simplest case:

$$
\begin{gather*}
\nabla^{2} y+(1-c y) y=-f(x),  \tag{21}\\
y(S)=0 .
\end{gather*}
$$

We now expand formally

$$
\begin{equation*}
y(x)=\sum_{v=1}^{\infty} A_{v} \varphi_{v}(x), \quad f(x)=\sum_{v=1}^{\infty} B_{v} \varphi_{v}(x), \tag{22}
\end{equation*}
$$

and follow the same procedure as in Sec. 3. The only difference in the result of the treatment is that, instead of a homogeneous nonlinear algebraic system, such as (12), we obtain an inhomogeneous system whose homogeneous part is identical to (12).

## 6. CONCLUSION

An eigenfunction expansion method for the solution of nonlinear boundary value problems has been developed. This treatment, in which the nonlinear terms are taken rigorously into account, is especially useful for the solution of symmetric problems, where a few-mode approximation is expected to give good results. In the examples presented, a two-mode approximation leads already to results in fairly good agreement with the exact solution.

Table IV. Three-mode approximation vs exact solution.

| c, Nonlinear parameter | $\underset{R}{\text { Domain size }}$ |  | Max value of $y$ at domain center |  |  |  | Integral of solution over domain |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Slab |  | Cylinder |  | Slab |  |  | Cylinder |  |  |
|  |  |  | Exact | 3-mode approx | Exact | 3-mode approx | Exact | 3-mode approx | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ | Exact | 3 -mode approx | $\begin{gathered} \% \\ \text { Diff. } \end{gathered}$ |
| 0.7 | 2.503 | 3.536 | 1 | 1.000 | 1 | 1.003 | 3.336 | 3.333 | 0.1 | 3.462 | 3.463 | 0.0 |
| 0.9 | 3.511 | 4.653 | 1 | 1.003 | 1 | 1.011 | 4.957 | 4.951 | 0.1 | 5.135 | 5.123 | 0.2 |
| 0.99 | 5.777 | 7.064 | 1 | 1.007 | 1 | 1.045 | 9.108 | 9.166 | 0.6 | 9.426 | 9.305 | 1.3 |
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#### Abstract

Variational principles for lower bounds to the energy, or free energy for $\mathrm{T}>0^{\circ}$, of many-body systems are obtained in a form requiring density matrix minimization subject to certain model restrictions. The latter restrict the domain in which the density matrices can vary, and only utilize the energy-or free energy-for the model Hamiltonian $H_{M H}$. Increasingly accurate bounds are obtained as the model system begins to resemble the system of interest, and the behavior of the error as $H-H_{M 1}$ approaches zero is shown by two examples based upon the Ising model. Coupling the lower bound principle for the free energy with the standard Gibbs-Bogoliubov upper bound principle results in bounds on generalized susceptibility as well.


## 1. INTRODUCTION

ONE of the most standard, yet powerful, techniques for obtaining the ground state energy $E_{0}(H)$ for a system with Hamiltonian $H$ is the Rayleigh-Ritz principle, in which one varies the wave function $\psi$ so as to minimize $\int \psi^{*} H \psi d \tau$. For two-body interactions in an $N$-body system,

$$
\begin{equation*}
H=\sum_{1}^{N} T(i)+\frac{1}{2} \sum_{i \neq j} v(i, j) \tag{1.1}
\end{equation*}
$$

and ground state wavefunction (anti) symmetric in the particle coordinates; this is equivalent to

$$
\begin{equation*}
E_{0}(H)=\frac{N}{2} \min _{f^{(2)}} \operatorname{Tr} H^{(2)} f^{(2)}, \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{(2)}=T(1)+T(2)+(N-1) v(1,2), \tag{1.3}
\end{equation*}
$$

provided the normalized reduced density matrix $f^{(2)}\left(1^{\prime} 2^{\prime} \mid 12\right)$ comes from integrating (or summing) the $N$-body density matrix of some real system;

$$
\begin{align*}
f^{(2)}\left(1^{\prime} 2^{\prime} \mid 12\right)= & \int \\
& \cdots \iint_{i} \sum \lambda_{i} \psi_{i}\left(1^{\prime} 2^{\prime} 3 \cdots N\right)  \tag{1.4}\\
& \times \psi_{i}^{*}(123 \cdots N) d 3 \cdots d N
\end{align*}
$$

( $\lambda_{i} \geq 0, \sum \lambda_{i}=1$ ). If the restriction (1.4) is disregarded, then an exact minimization of (1.2) over four-argument functions $f^{(2)}$ will result in a lower bound to $E_{0}(H)$.

If we impose further conditions on $f^{(2)}$ which are implied by (1.4), ${ }^{1}$ then the lower bound of (1.2) will be improved. The question we now ask ourselves is: Can we in fact go all the way to $E_{0}(H)$, without use of a wavefunction, by restricting $f^{(2)}$ tightly enough? For this purpose, we may divide the conditions

[^29]which $f^{(2)}$ must satisfy into two classes: kinematic and model-dependent. The distinction is principally psychological. Kinematic conditions will refer to those such as normalization, positivity, symmetry:
\[

$$
\begin{equation*}
\operatorname{Tr} f^{(2)}=1, \tag{1.5}
\end{equation*}
$$

\]

$f^{(2)}$ is nonnegative, as an operator

$$
\begin{aligned}
f^{(2)}\left(1^{\prime} 2^{\prime} \mid 12\right) & =f^{(2)}\left(2^{\prime} 1^{\prime} \mid 21\right) \\
& = \pm f^{(2)}\left(1^{\prime} 2^{\prime} \mid 21\right) \quad \text { for }\left\{\begin{array}{l}
\text { E.B. } \\
\text { F.D. }
\end{array}\right) \text { statistics, }
\end{aligned}
$$

as well as more sophisticated conditions on eigenvalues, relations between $f^{(1)}$ and $f^{(2)}$, etc. A model-dependent condition arises from the existence of a model Hamiltonian $H_{M}$ whose ground state $E_{0}\left(H_{M I}\right)$ is known. Then, according to (1.2), any legitimate $f^{(2)}$, i.e., one satisfying (1.4), must also satisfy

$$
\begin{equation*}
C_{M}\left(f^{(2)}\right) \equiv \operatorname{Tr} H_{M}^{(2)} f^{(2)}-\frac{2}{N} E_{0}\left(H_{M}\right) \geq 0 . \tag{1.6}
\end{equation*}
$$

In fact, it can be shown that if (1.6) holds for all possible $H_{M 1}$ (all two-body interaction Hamiltonians), then $f^{(2)}$ must have the form (1.4), ${ }^{2}$ and the minimum of (1.2) is exact. The second of (1.5) is incidentally a special model condition, that in which $T_{M}(i)=0$, $\left\langle 1^{\prime} 2^{\prime}\right| v_{M}|12\rangle=\phi\left(1^{\prime} 2^{\prime}\right) \phi^{*}(12)$ for any two-body function $\phi$.

Let us suppose that the kinematic conditions (1.5) are always imposed. There are then two ways in which models may be employed. First, one at a time, in the form

$$
\begin{equation*}
\frac{N}{2} \operatorname{Tr} H^{(2)} f_{M I}^{(2)} \geq E_{0}(H) \geq \frac{N}{2} \min _{C_{M}\left(f^{(2)}\right) \geq 0} \operatorname{Tr} H^{(2)} f^{(2)} \tag{1.7}
\end{equation*}
$$

with the upper bound presupposing knowledge of $f_{M}^{(2)}$. Equation (1.7) can now be improved by using

[^30]the best model of some available class:
\[

$$
\begin{align*}
\frac{N}{2} \min \operatorname{Tr} H^{(2)} f_{M}^{(2)} & \geq E_{0}(H) \\
& \geq \frac{N}{2} \max _{M} \min _{C_{M}\left(f^{(2)}\right) \geq 0} \operatorname{Tr} H^{(2)} f^{(2)} . \tag{1.8}
\end{align*}
$$
\]

Second, the set of models may be used as interpolation points, each restricting the domain in which $f^{(2)}$ may vary. Thus,

$$
\begin{equation*}
E_{0}(H) \geq \frac{N}{2} \min _{\left\{C_{M}\left(f^{(2)}\right) \geq 0\right\}} \operatorname{Tr} H^{(2)} f^{(2)}, \tag{1.9}
\end{equation*}
$$

\{ \} indicating the whole set of restrictions. Equation (1.9) always gives a higher (or equal) lower bound.

In this paper, we first investigate the fashion in which Eqs. (1.8) and (1.9) yield increasingly accurate results as the model systems become closer to the system in question. We then extend the technique to thermal equilibrium, restricting attention for definiteness to Ising models, and to systems involving weak change sin known situations: application of a weak magnetic field. The ratio of accuracy achieved to information required is gratifyingly high.

## 2. APPROACH TO EXACT SOLUTION

Since the variational principle (1.9) is expressed by means of linear equalities and inequalities, the error in $E_{0}$ in the vicinity of the exact answer cannot be a quadratic function of the parameters being varied, as in the ordinary upper bound principle. This indeed is one of the disadvantages of the technique. To gain some feeling as to how the error varies, we consider the effect of a single model-dependent restriction in which the model can be chosen arbitrarily close to the system being analyzed.

We henceforth restrict our major attention to lattice gases, defined by the condition that the particles are confined to the points of a spatial lattice, each of which can be occupied by at most one particle. We use the equivalent Ising model terminology, attributing a "spin" $\sigma\left(=\sigma_{z}\right)= \pm 1$ to each lattice site. Consider then the $\Omega$-site Ising model with magnetic field, given by

$$
\begin{equation*}
H=-J \sum_{\langle i j\rangle} \sigma_{z}(i) \sigma_{z}(j)-B \sum_{1}^{\Omega} \sigma_{x}(j), \tag{2.1}
\end{equation*}
$$

$\sigma_{x}$ and $\sigma_{z}$ being the usual Pauli spin matrices and $\langle i j\rangle$ denoting a sum over nearest neighbors only. ${ }^{3}$ Since the interaction is symmetric among nearest neighbor pairs, the ground state can be chosen as symmetric as well. Thus, rather than the full lattice gas pair density matrix, we require only the $4 \times 4$

[^31]nearest-neighbor spin density matrix $f^{(2)}\left(\sigma_{1} \sigma_{2} \mid \sigma_{1}^{\prime} \sigma_{2}^{\prime}\right)$. Equations (1.2) and (1.3) become
\[

$$
\begin{gather*}
E_{0}(H)=\frac{\Omega}{2} \min _{f^{(2)}} \operatorname{Tr} H^{(2)} f^{(2)},  \tag{2.2}\\
H^{(2)}=-Z J \sigma_{z}(1) \sigma_{z}(2)-B\left[\sigma_{x}(1)+\sigma_{x}(2)\right], \tag{2.3}
\end{gather*}
$$
\]

where $Z$ is the number of nearest neighbors, and periodic boundaries are assumed.

To start with, let us carry out (2.2) subject only to normalization and nonnegativity, denoting the resulting density matrix by $f_{0}^{(2)}$. This is just a spin- $\frac{1}{2}$ two-particle problem, and so in a spin-1 plus spin-0 representation

$$
H^{(2)}=\left[\begin{array}{cccc}
-Z J & -B \sqrt{2} & 0 & 0  \tag{2.4}\\
-B \sqrt{2} & Z J & -B \sqrt{2} & 0 \\
0 & -B \sqrt{2} & -Z J & 0 \\
0 & 0 & 0 & Z J
\end{array}\right],
$$

the indices referring to configurations $(++),(+-)+$ $(-+) / \sqrt{2}, \quad(--), \quad(+-)-(-+) / \sqrt{2} . \quad H^{(2)}$ is readily diagonalized, and we then find

$$
\begin{gather*}
f_{0}^{(2)}=\psi_{0}^{T} \psi_{0},  \tag{2.5}\\
\psi_{0}=\left(\frac{1}{2}(1+\gamma)^{\frac{1}{2}}, \frac{1}{\sqrt{2}}(1-\gamma)^{\frac{1}{2}}, \frac{1}{2}(1+\gamma)^{\frac{1}{2}}, 0\right),
\end{gather*}
$$

where

$$
\gamma=Z J /\left(Z^{2} J^{2}+4 B^{2}\right)^{\frac{1}{2}},
$$

while

$$
\begin{equation*}
E_{0}(H) \geq \frac{\Omega}{2} E_{0}\left(H^{(2)}\right)=-\Omega\left(B^{2}+\frac{1}{4} Z^{2} J^{2}\right)^{\frac{1}{2}} \tag{2.6}
\end{equation*}
$$

a lower bound for all $\Omega$. Since the ground-state correlation structure changes with $\Omega$ [as opposed, e.g., to $H=-J \sum \sigma(i) \cdot \sigma(j)-B \sum \sigma_{x}(j), J>0$, in which the ground state has each $\sigma_{x}(j)=1$ independently] (2.6) is an equality only for $\Omega=2$.

Now as model system, we choose a replica of the system in question, but with different parameters:

$$
\begin{equation*}
H_{M}=-J^{\prime} \sum_{\langle i j\rangle} \sigma_{z}(i) \sigma_{z}(j)-B^{\prime} \sum_{1}^{\Omega} \sigma_{x}(j), \tag{2.7}
\end{equation*}
$$

and assume that $E_{0}\left(H_{M}\right)$ is known. Then the model restriction (1.6) may be characterized loosely by its strength. If Eq. (1.6) is already satisfied by $f_{0}^{(2)}$,

$$
\begin{equation*}
\text { WEAK: } \frac{1}{2} \Omega \operatorname{Tr} H_{M}^{(2)} f_{0}^{(2)} \geq E_{0}\left(H_{M}\right) \text {, } \tag{2.8}
\end{equation*}
$$

we speak of a weak restriction, and are free to disregard it. In the present case, this condition may be written as

$$
\begin{equation*}
\cos \left(\theta-\theta^{\prime}\right) \leq E_{0}\left(H_{M H}\right) /\left[\frac{\Omega}{2} E_{0}\left(H_{M}^{(2)}\right)\right], \tag{2.9}
\end{equation*}
$$

where $\tan \theta=2 B / Z J, \tan \theta^{\prime}=2 B^{\prime} \mid Z J^{\prime}$, and will hold only for $\theta^{\prime}$ sufficiently far from $\theta$. It is for example satisfied by the field-free model $B^{\prime}=0$ (reducing there to $\cos \theta \leq 1$ ) which is thereby useless. If (2.8) is not satisfied, the restriction (1.6) will reduce the domain of variation of $f^{(2)}$, and since only linear equalities and inequalities are involved, $f^{(2)}$ must then lie on the boundary of the domain. Thus, (1.6) must be imposed as an equality. Introducing the Lagrange parameter $\lambda$, we must now solve

$$
\begin{aligned}
E_{0}(H) & \geq E_{0} \\
& =\frac{\Omega}{2} \min _{f^{(2)}} \operatorname{Tr} f^{(2)}\left(H^{(2)}-\lambda H_{M}^{(2)}\right)+\lambda E_{0}\left(H_{M}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
\frac{\Omega}{2} \operatorname{Tr} f^{(2)} H_{M}^{(2)}=E_{0}\left(H_{M}\right) \tag{2.10}
\end{equation*}
$$

A further subdivision then occurs, according to whether the resulting $f^{(2)}$ is a pure state $\psi^{T} \psi$ or not. If it is, we may speak of a moderate restriction, and (2.10) becomes

$$
\begin{align*}
\text { MODERATE: } \quad E_{0}(H) \geq E_{0}= & \frac{\Omega}{2} E_{0}\left(H^{(2)}-\lambda H_{M}^{(2)}\right) \\
& +\lambda E_{0}\left(H_{M}\right), \tag{2.11}
\end{align*}
$$

where

$$
\langle\psi| H_{M I}^{(2)}|\psi\rangle=\frac{2}{\Omega} E_{0}\left(H_{M}\right)
$$

the second condition determining the value of $\lambda$. In the example of Eqs. (2.3) and (2.7), $H^{(2)}-\lambda H_{. M}^{(2)}$ has the same form as $H^{(2)}$. Thus, the results (2.5) and (2.6) can be used, and yield after brief computation

$$
E_{0}=\frac{\Omega}{2} \cos \left(\theta_{M}-\left|\theta-\theta^{\prime}\right|\right) E_{0}\left(H^{(2)}\right)
$$

where

$$
\begin{equation*}
\cos \theta_{M}=E_{0}\left(H_{M}\right) /\left[\frac{\Omega}{2} E_{0}\left(H_{M}^{(2)}\right)\right] \tag{2.12}
\end{equation*}
$$

using the notation of (2.9), and $0 \leq \theta_{M}<\pi / 2$. If (2.12) were to continue being relevant for $H_{M}$ in the vicinity of $H$, then on setting

$$
\theta^{\prime}-\theta=\Delta, E_{0}(H) /\left[\frac{\Omega}{2} E_{0}\left(H^{(2)}\right)\right]=\cos \theta_{0}
$$

and expanding about $H_{M}-H \sim 0, \Delta \sim 0$, (2.12) takes on the form
$\frac{E_{0}}{E_{0}(H)}=1+\left[\frac{\left\langle H_{M}-H\right\rangle}{\langle H\rangle}-\frac{\left\langle H_{M}^{(2)}-H^{(2)}\right\rangle}{\left\langle H^{(2)}\right\rangle}\right]$

$$
\begin{equation*}
+\left|\tan \theta_{0} \Delta\right| \tag{2.13}
\end{equation*}
$$

(where expectations are, e.g., in the respective eigenstates of $H$ and $H^{(2)}$ ) with its characteristic broken line maximum. (See Fig. 1.)

Fig. 1. Lower bound to ground state energy using a single model restriction.


As $H_{M}$ approaches $H$, we would expect $f^{(2)}$ to approach its correct value as well, and this is certainly not in the form of a pure state. In fact, if $H_{M}=H$, we see that (2.10) has the solution $\lambda=1$, together with any $f^{(2)}$ satisfying the second equation-which of course includes the correct $f^{(2)}$. A single model condition will simply not be enough for a unique determination of $f^{(2)}$ at this stage. At any rate, there must be a point in the shrinking of the domain of $f^{(2)}$ as $H_{M I}$ approaches $H$, where the minimum of (2.10) occurs at a degenerate $f^{(2)}$ :

$$
\begin{equation*}
f^{(2)}=\sum_{i, j=1}^{4} \alpha_{i j} \psi_{i}^{T} \psi_{j} \tag{2.14}
\end{equation*}
$$

$\operatorname{Tr} \alpha=1, \quad \alpha$ nonnegative.
When the restriction is this strong, $\lambda$ is fixed simply by
STRONG: $E_{0}\left(H^{(2)}-\lambda H_{M}^{(2)}\right)$ is degenerate, (2.15) and the restriction is satisfied by (2.14) with some $\alpha$ providing that when $\psi_{1}$ and $\psi_{2}$ are chosen to diagonalize the matrix $\left\langle\psi_{i}\right| H_{i l}^{(2)}\left|\psi_{j}\right\rangle$, we have

$$
\begin{equation*}
\left\langle\psi_{1}\right| H_{M}^{(2)}\left|\psi_{1}\right\rangle \geq \frac{2}{\Omega} E_{0}\left(H_{M I}\right) \geq\left\langle\psi_{2}\right| H_{M I}^{(2)}\left|\psi_{2}\right\rangle \tag{2.16}
\end{equation*}
$$

If (2.15) and (2.16) hold, the resulting

$$
E_{0}=\frac{1}{2} \Omega\left\langle\psi_{2}\right| H^{(2)}-\lambda H_{M}^{(2)}\left|\psi_{2}\right\rangle+\lambda E_{0}\left(H_{M I}\right)
$$

is lower than that for a pure state variation since [assuming that the analog of (2.8) fails] the weaker restriction

$$
\left\langle\psi_{2}\right| H_{M}^{(2)}\left|\psi_{2}\right\rangle \geq \frac{2}{\Omega} E_{0}\left(H_{M}\right)-\epsilon,
$$

for some $\epsilon$, is being used. Conversely, as soon as the right-hand side of ( 2.16 ) begins to fail, the pure state minimum takes over.

In the example of Eqs. (2.3) and (2.7), the full set of eigenvalues is given by $\pm Z J, \pm\left(Z^{2} J^{2}+4 B^{2}\right)^{\frac{1}{2}}$. Hence, $E_{0}\left(H^{(2)}-\lambda H_{1}^{(2)}\right)$ becomes degenerate when $B-\lambda B^{\prime}=0$, and we have

$$
\begin{gathered}
\psi_{1}=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right), \quad \psi_{2}=\left(\begin{array}{lll}
0 & 0 & 1
\end{array}\right) \\
\left(\psi_{i}\left|H_{M I}^{(2)}\right| \psi_{j}\right)=\left(\begin{array}{cc}
-Z J^{\prime} & 0 \\
0 & -Z J^{\prime}
\end{array}\right)
\end{gathered}
$$

But then Eq. (2.16) can never obtain for $H_{M} \neq H$, and the strong regime does not set in. In general, when there are several model restrictions, a rather complicated set of mixed strengths may have to be investigated.

Finally, we may be more explicit and reduce our example to the special case of 3 sites; $\Omega=3, Z=2$. Then

$$
\begin{equation*}
H=-2 J \bar{\sigma}_{z}^{2}+\frac{3}{2} J-2 B \bar{\sigma}_{x}, \tag{2.17}
\end{equation*}
$$

where $\bar{\sigma}=\frac{1}{2}(\sigma(1)+\sigma(2)+\sigma(3))$ is the sum of three spin $\frac{1}{2}$ 's. The full space decomposes into one spin- $\frac{3}{2}$ and two spin- $-\frac{1}{2}$ spaces, only the first of which gives rise to the lowest eigenvalue. Hence, using the spin- $\frac{3}{2}$ representation of $\bar{\sigma}$, we have

$$
H=\left[\begin{array}{cccc}
-3 J & -B \sqrt{3} & 0 & 0  \tag{2.18}\\
-B \sqrt{3} & J & -2 B & 0 \\
0 & -2 B & J & -B \sqrt{3} \\
0 & 0 & -B \sqrt{3} & -3 J
\end{array}\right],
$$

with ground state

$$
\begin{align*}
E_{0}(H)=J\left[-1-b-2\left(1-b+b^{2}\right)^{\frac{1}{2}}\right] \\
b=B / J . \tag{2.19}
\end{align*}
$$

For small $b$, Eq. (2.6) for $\Omega=3$ yields $J\left[-3-\frac{3}{2} b^{2} \cdots\right]$, as opposed to the exact $J\left[-3-\frac{3}{4} b^{2} \cdots\right]$ above. Next, employing a model described by $b^{\prime}=B^{\prime} / J^{\prime}$ (a multiplicative factor has no effect upon the model restriction), Eq. (2.11) or (2.12) yields

$$
\begin{align*}
E_{0}=-J & \left(\frac{1+b b^{\prime}}{1+b^{\prime 2}}\right)\left[1+b^{\prime}+2\left(1-b^{\prime}+b^{\prime 2}\right)^{\frac{1}{2}}\right] \\
& -J \sqrt{2} \frac{\left|b-b^{\prime}\right|}{1+b^{\prime 2}}\left|\left(1-b^{\prime}+b^{\prime 2}\right)^{\frac{1}{2}}-b^{\prime}-1\right| \tag{2.20}
\end{align*}
$$

with the typical form of Fig. 1. Numerically, one finds, e.g., for $b=\frac{3}{8}$ that

$$
E_{0}=-J\left[3 \frac{1}{8}+\begin{array}{c}
\left(\frac{32}{73} \sqrt{2}-\frac{180}{51}\right)\left(b^{\prime}-\frac{3}{8}\right), b^{\prime}>\frac{3}{8} \\
\left(\frac{32}{73} \sqrt{2}+\frac{160}{5112}\right)\left(\frac{3}{8}-b^{\prime}\right), b^{\prime}<\frac{3}{8}
\end{array}\right]
$$

in the vicinity of the maximum, illustrating the possible large asymmetries-the nonzero slope of the dotted reflection plane in Fig. 1.

## 3. EXTENSION TO STATISTICAL MECHANICS

Presumably, there is no ultimate distinction between kinematics and dynamics, since the former relates to possible system configurations, the latter to that which actually exists. However, under any circumstances, an artificial separation may prove a useful computational tool, as it has already proved. The kinematical quantities are then those common to the set of models
available, and the remaining explicit dynamics is to be solved exactly. Precisely this procedure is available for states in thermal equilibrium, where the configuration common to all models is effectively specified by the combination of pair density and entropy.

The statistical mechanics of an isothermal ( $T=$ $1 / k \beta$ ), isochoric (volume $\Omega$ ), petit (particle number $N$ ) ensemble is determined by the Helmholtz free energy

$$
\begin{equation*}
F(H)=-\frac{1}{\beta} \ln \operatorname{Tr} e^{-\beta H} \tag{3.1}
\end{equation*}
$$

which reduces to the ground state $E_{0}(H)$ as $\beta \rightarrow \infty$. Now the density matrix variational principle

$$
E_{0}(H)=\min \operatorname{Tr} H \Gamma,
$$

where

$$
\begin{equation*}
\operatorname{Tr} \Gamma=1, \Gamma \text { nonnegative, } \tag{3.2}
\end{equation*}
$$

for $H$ of the form (1.1) can be expressed in terms of the reduced two-body density matrix $f^{(2)}$ alone. But in (1.2), the corresponding free energy principle

$$
\begin{align*}
F(H) & =\min (E-T S) \\
& =\min \operatorname{Tr}\left(H \Gamma+\frac{1}{\beta} \Gamma \ln \Gamma\right) \tag{3.3}
\end{align*}
$$

involves the highly nonlinear $\Gamma \ln \Gamma$, and thus, in terms of density matrices, requires not one but all. The remedy, as we have indicated, is direct and trivial but effective. We regard the pair $\left(f^{(2)}, s\right)$ consisting of a pair density together with a single scalar, the entropy per particle (in units of Boltzmann's constant), as the kinematic object to be varied. Then Eq. (3.3) becomes

$$
\begin{equation*}
F(H)=\min N\left(\frac{1}{2} \operatorname{Tr} H^{(2)} f^{(2)}-\frac{s}{\beta}\right) \tag{3.4}
\end{equation*}
$$

if $\left(f^{(2)}, s\right)$ is derivable from some $N$-body $\Gamma$.
Equation (3.4) now poses two problems. First, that of restricting $f^{(2)}$ to possible reductions of $\Gamma$-a problem which we have considered-and second, that of determining the maximum entropy allowable for a given $f^{(2)}$. Since the zero-temperature models relevant to the first problem are limits (as $T \rightarrow 0^{\circ}$, or equivalently, as the scale $\lambda$ of the Hamiltonian $\lambda H$ goes to $\infty$ ) of the finite temperature models relevant to the second problem, it suffices to consider models $H_{M}$ at the common desired temperature. Suppose then that the free energies $\left\{F\left(H_{M}\right)\right\}$ of the class of models $\left\{H_{M}\right\}$ are known. Any legitimate pair ( $f^{(2)}, s$ ) must satisfy, according to Eq. (3.3),

$$
\begin{equation*}
s / \beta \leq \frac{1}{2} \operatorname{Tr} H_{M}^{(2)} f^{(2)}-\frac{1}{N} F\left(H_{M}\right) \tag{3.5}
\end{equation*}
$$

for each $H_{M}$, and hence,

$$
\begin{equation*}
s / \beta \leq \min _{\left\{H_{M}\right\}}\left[\frac{1}{2} \operatorname{Tr} H_{M}^{(2)} f^{(2)}-\frac{1}{N} F\left(H_{M}\right)\right] \tag{3.6}
\end{equation*}
$$

But (3.4) reads $F(H) \geq \min N\left[\frac{1}{2} \operatorname{Tr} H^{(2)} f^{(2)}-(s / \beta)\right]$ when $\left(f^{(2)}, s\right)$ is varied over a class including those derivable from an $N$-body $\Gamma$. Hence, (3.6) can be used to eliminate $s / \beta$, yielding

$$
\begin{align*}
& F(H) \geq F \\
& =N \min _{f^{(2)} \max _{\left\{H_{M H}\right\}}\left[\frac{1}{2} \operatorname{Tr}\left(H^{(2)}-H_{M}^{(2)}\right) f^{(2)}+\frac{1}{N} F\left(H_{M}\right)\right],} . \tag{3.7}
\end{align*}
$$

where $f^{(2)}$ is varied over any domain including $\Gamma^{(N)}$ derivable ones.

As in our ground-state energy discussion, a weaker result (with a lower lower-bound) is obtained by using one model at a time, and then finding the largest $F^{4}$ :

$$
\begin{align*}
& F(H) \geq F \\
& \left.=N \max _{\left\{H_{M}\right\} f^{(2)}} \min _{\left[\frac{1}{2}\right.} \operatorname{Tr}\left(H^{(2)}-H_{M}^{(2)}\right) f^{(2)}+\frac{1}{N} F\left(H_{M}\right)\right] \tag{3.8}
\end{align*}
$$

In either event, in Eq. (3.7) or (3.8), $f^{(2)}$ may be restricted by any number of additional model conditions, from all to none. The strictly statistical effects have already been approximated by the model upper bound to $s$, and this approximation is irretrievable. Thus, even if $f^{(2)}$ is guaranteed to come from an N -body $\Gamma$, (3.8) becomes the approximation

$$
\begin{equation*}
F(H) \geq F=\max _{\left\{H_{M}\right\}}\left[E_{0}\left(H-H_{M}\right)+F\left(H_{M}\right)\right] \tag{3.9}
\end{equation*}
$$

with, however, the interesting and useful property of converting the statistical problem to one of finding an exact ground state. If $f^{(2)}$ is only restricted to two-body validity, i.e., only positive and normalized, Eq. (3.8) instead becomes

$$
\begin{equation*}
F(H) \geq F=\max _{\left\{H_{M}\right\}}\left[\frac{N}{2} E_{0}\left(H^{(2)}-H_{M}^{(2)}\right)+F\left(H_{M}\right)\right], \tag{3.10}
\end{equation*}
$$

the weakest possible form. Of course, replacement of (3.10) by (3.7) generally raises the lower bound; the form of the result does not simplify in this case.

To gain some estimate of how strong our new conditions are, we may go to the $T \rightarrow 0^{\circ}$ limit. The weakest result (3.10) becomes

$$
\begin{equation*}
E_{0}(H) \geq E_{0}=\max _{\left\{H_{M}\right\}}\left[\frac{N}{2} E_{0}\left(H^{(2)}-H_{M}^{(2)}\right)+E_{0}\left(H_{M}\right)\right] \tag{3.11}
\end{equation*}
$$

[^32]For the intrinsically nonlinear statistical ensemble, multiplication of $H_{M}$ by a scalar does yield new information. Thus, using the model sequence $\left\{\lambda H_{M}\right\}$ at fixed $H_{M}$ in (3.11),
$E_{0}(H) \geq E_{0}=\max _{\lambda}\left[\frac{N}{2} E_{0}\left(H^{(2)}-\lambda H_{M}^{(2)}\right)+E_{0}\left(\lambda H_{M}\right)\right]$,
which is equivalent to (1.8) and more convenient since the classification ( $2.8,2.11,2.15$ ) of model restrictions does not have to be spelled out.

When (3.9) is analogously reduced to zero temperature,

$$
\begin{equation*}
E_{0}(H) \geq E_{0}=\max _{\lambda}\left[E_{0}\left(H-\lambda H_{M}\right)+E_{0}\left(\lambda H_{M}\right)\right], \tag{3.13}
\end{equation*}
$$

it merely becomes an expression, but a potentially useful one of the concavity of the minimum eigenvalue. The strongest result (3.7) at $T=0^{\circ}$,
$E_{0}(H) \geq E_{0}$
$=N \min _{f^{(2)}\left\{H_{M}\right\}}\left[\frac{1}{2} \operatorname{Tr}\left(H^{(2)}-H_{M}^{(2)}\right) f^{(2)}+\frac{1}{N} E_{0}\left(H_{M}\right)\right]$
appears weaker than (1.9), since the strongest subsidiary condition is simply added to the quantity to be minimized-i.e., one subtracts the entropy and not some function of it-but generalizing $H_{M}$ to the class $\left\{\lambda H_{M}\right\},(1.9)$ is reproduced.

## 4. PERTURBATIONAL UPPER AND LOWER BOUNDS

Under many circumstances, the system under discussion is close to some standard system in a quantitative fashion specified by a perturbation parameter. The standard system may then serve itself as a "model." Application of a perturbation can represent a physical situation, or merely be an artifice. For example, a computational technique which yields a poor $f^{(2)}$ will also yield poor expectations $\langle Q\rangle$ for other than the energy. It may then be useful to construct $\langle Q\rangle$ by applying $Q$ via an appropriate field. For this purpose, if $\lambda$ is a generalized field strength and $Q$ the corresponding generalized moment, and if we then define

$$
\begin{equation*}
M_{Q}(\lambda)=\langle Q\rangle_{H=H_{0}-\lambda Q}, \tag{4.1}
\end{equation*}
$$

we of course have

$$
\begin{equation*}
\langle Q\rangle_{H_{0}}=M_{Q}(0) . \tag{4.2}
\end{equation*}
$$

But the alternative to (4.1),

$$
\begin{equation*}
M_{Q}(\lambda)=-\frac{\partial}{\partial \lambda} F\left(H_{0}-\lambda Q\right) \equiv-\frac{\partial F_{\lambda}}{\partial \lambda} \tag{4.3}
\end{equation*}
$$

and the further alternatives to (4.2),

$$
\begin{align*}
M_{Q}(0) & =\lim _{0<\lambda \rightarrow 0} \frac{1}{\lambda}\left(F_{0}-F_{\lambda}\right) \\
& =\lim _{0<\lambda \rightarrow 0} \frac{1}{\lambda}\left(F_{-\lambda}-F_{0}\right), \tag{4.4}
\end{align*}
$$

where these limits coincide, require, as desired, only the free energy. Thus, if $F_{0}$ is known and we have an approximation $\bar{F}_{\lambda} \leq F_{\lambda}$, (4.4) gives respective upper and lower bounds to $\langle Q\rangle$; if $\bar{F}_{\lambda} \geq F_{\lambda}$, the bounds are reversed.

When $\lambda$ represents a physical field with moment $Q$, Eq. (4.4) is relevant if the system has a permanent moment. If a permanent moment is only induced by the removal of field-free degeneracy, then (4.4) yields instead the two permanent moments $M_{Q}^{ \pm}$, respectively. Each is in general bounded from one side, but symmetry relations may relate $M_{Q}^{ \pm}$and so allow twosided bounds again.

If a permanent moment does not exist, but only an induced moment, then $\langle Q\rangle_{H_{0}}=0$ and we are interested in the generalized susceptibility

$$
\begin{align*}
\mu_{Q}(\lambda) & =\frac{\partial M_{Q}(\lambda)}{\partial \lambda} \\
& =-\frac{\partial^{2}}{\partial \lambda^{2}} F\left(H_{0}-\lambda Q\right) . \tag{4.5}
\end{align*}
$$

Since $\langle Q\rangle_{H_{0}}=0$, the initial susceptibility can be written as

$$
\begin{equation*}
\mu_{Q}(0)=\lim _{\lambda \rightarrow 0} \frac{2}{\lambda^{2}}(F(0)-F(\lambda)), \tag{4.6}
\end{equation*}
$$

and only a single bound is available. Away from the origin, (4.5) is required, but the differential $\lambda$-dependence can be reduced. To do so, we note that since

$$
F\left(H_{0}-\lambda Q\right)=-\frac{1}{\beta} \ln \operatorname{Tr} \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right],
$$

then

$$
\begin{array}{r}
-F_{\lambda}^{\prime}\left(H_{0}-\lambda Q\right)=\operatorname{Tr} Q \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right] / \\
\operatorname{Tr} \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right]
\end{array}
$$

and

$$
\begin{aligned}
- & F_{\lambda}^{\prime \prime}\left(H_{0}-\lambda Q\right) \\
= & \operatorname{Tr} \int_{0}^{\beta} \exp \left[-\frac{\alpha}{2}\left(H_{0}-\lambda Q\right)\right] Q \\
& \times \exp \left[-(\beta-\alpha)\left(H_{0}-\lambda Q\right)\right] Q \\
& \times \exp \left[-\frac{\alpha}{2}\left(H_{0}-\lambda Q\right)\right] d \alpha / \operatorname{Tr} \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right] \\
& -\beta\left(\operatorname{Tr} Q \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right] /\right. \\
& \left.\operatorname{Tr} \exp \left[-\beta\left(H_{0}-\lambda Q\right)\right]\right]^{2} .
\end{aligned}
$$

Thus, if

$$
\begin{equation*}
Q(\alpha) \equiv \exp \left[-\alpha\left(H_{0}-\lambda Q\right)\right] Q \exp \left[\alpha\left(H_{0}-\lambda Q\right)\right] \tag{4.7}
\end{equation*}
$$

we have

$$
\begin{align*}
& -F_{\lambda}^{\prime \prime}\left(H_{0}-\lambda Q\right) \\
& =\int_{0}^{\beta}\left(\left\langle Q\left(\frac{\alpha}{2}\right) Q^{+}\left(\frac{\alpha}{2}\right)\right\rangle+\left\langle Q\left(\frac{\alpha}{2}\right) Q^{+}\left(\frac{\alpha}{2}\right)\right\rangle\right) d \alpha \tag{4.8}
\end{align*}
$$

Parenthetically, we remark that (4.8) establishes the concavity-nonnegativity of the right-hand sideof the free energy with respect to a linear parameter. Now, to avoid complications which are not specifically germane to the general approach, we will deal with classical statistical mechanics hereafter. Equation (4.8) hence reduces to

$$
\begin{align*}
\mu_{Q}(\lambda) & =\left\langle Q^{2}\right\rangle_{H_{0}-\lambda Q}-\left(\langle Q\rangle_{H_{0}-\lambda Q}\right)^{2} \\
& =\min _{\gamma}\left\langle(Q-\gamma)^{2}\right\rangle_{H_{0}-\lambda Q}, \tag{4.9}
\end{align*}
$$

just another moment problem, with, e.g., all the advantages thereof at $\lambda=0$.

The $\lambda=0$ bounds are not generally available at finite $\lambda$ for the moment and susceptibility, although of course they are for the corresponding finite increment quantities:

$$
\begin{gather*}
\Delta F_{Q}(\lambda) \equiv \frac{1}{\lambda}\left(F\left(H_{0}\right)-F\left(H_{0}-\lambda Q\right)\right), \\
\Delta^{2} F_{Q}(\lambda) \equiv \frac{1}{\lambda^{2}}\left(2 F\left(H_{0}\right)-F\left(H_{0}-\lambda Q\right)-F\left(H_{0}+\lambda Q\right)\right) \tag{4.10}
\end{gather*}
$$

Further from the nonnegativity of (4.8),

$$
F(0)=F(\lambda)-\lambda F^{\prime}(\lambda)+\frac{\lambda^{2}}{2} F^{\prime \prime}(\theta \lambda)
$$

for

$$
0 \leq \theta \leq \lambda
$$

so that

$$
\begin{gather*}
F(0) \leq F(\lambda)-\lambda F^{\prime}(\lambda), \\
-F^{\prime}(\lambda) \geq \frac{F(0)-F(\lambda)}{\lambda}, \tag{4.11}
\end{gather*}
$$

or
yielding a weak bound if $F(\lambda)$ is replaced by an upper bound $F(\lambda)$.

Let us now investigate the quality of the bounds on free energy available in the perturbation domain. We define

$$
\begin{equation*}
H=H_{0}+\Delta \tag{4.12}
\end{equation*}
$$

regarding $H_{0}$ as a model, and $\Delta$ as a first-order infinitesimal. Then a direct expansion of the free
energy $F(H)=-\beta^{-1} \ln \operatorname{Tr} \exp (-\beta H)$ for (4.12) yields

$$
\begin{align*}
F(H)=F\left(H_{0}\right)+\bar{\Delta}- & \frac{\beta}{2}\left\langle(\Delta-\bar{\Delta})^{2}\right\rangle \\
& +\frac{\beta^{2}}{6}\left\langle(\Delta-\bar{\Delta})^{3}\right\rangle \cdots, \tag{4.13}
\end{align*}
$$

where $\bar{\Delta} \equiv\langle\Delta\rangle$ and all expectations are at $H=H_{0}$. This is to be compared with the upper bound given by (3.3) for $\Gamma\left(H_{0}\right)=\exp \left(-\beta H_{0}\right) / \operatorname{Tr} \exp \left(-\beta H_{0}\right)$ as variational density,

$$
\begin{equation*}
F(H) \leq F\left(H_{0}\right)+\bar{\Delta} \tag{4.14}
\end{equation*}
$$

Equation (4.14) is of course exact to first order. Under many circumstances, however, model information is trivially available when some model parameter varies as well, notably the temperature-or equivalently the energy scale-in the present case. Thus,

$$
F(H) \leq \min \left[F\left(\gamma H_{0}\right)+\langle\Delta\rangle_{\gamma H_{0}}-(\gamma-1)\left\langle H_{0}\right\rangle_{\gamma H_{0}}\right],
$$

the minimum occurring at

$$
\left\langle\Delta H_{0}\right\rangle-\langle\Delta\rangle\left\langle H_{0}\right\rangle=(\gamma-1)\left(\left\langle H_{0}^{2}\right\rangle-\left\langle H_{0}\right\rangle^{2}\right),
$$

so that
$F(H) \leq F\left(\gamma H_{0}\right)+\frac{\left\langle H_{0}^{2}\right\rangle_{\gamma H_{0}}\langle\Delta\rangle_{\gamma H_{0}}-\left\langle H_{0}\right\rangle_{\gamma H_{0}}\left\langle\Delta H_{0}\right\rangle_{\gamma H_{0}}}{\left\langle H_{0}^{2}\right\rangle_{\gamma H_{0}}-\left\langle H_{0}\right\rangle_{\gamma H_{0}}^{2}}$,
where
$\gamma-1$
$=\left(\left\langle\Delta H_{0}\right\rangle_{\gamma H_{0}}-\langle\Delta\rangle_{\gamma H_{0}}\left\langle H_{0}\right\rangle_{\gamma H_{0}}\right) /\left(\left\langle H_{0}^{2}\right\rangle_{\gamma H_{0}}-\left\langle H_{0}\right\rangle_{y H_{0}}^{2}\right)$. If equation (4.15) is then carried through second order (most simply, before minimization) we obtain
$F(H) \leq F\left(H_{0}\right)+\bar{\Delta}$
$-\frac{\beta}{2}\left\langle(\Delta-\bar{\Delta})^{2}\right\rangle \frac{\left\langle(\Delta-\bar{\Delta})\left(H_{0}-\bar{H}_{0}\right)\right\rangle^{2}}{\left\langle(\Delta-\bar{\Delta})^{2}\right\rangle\left\langle\left(H_{0}-\bar{H}_{0}\right)^{2}\right\rangle}+\cdots$
with all expectations at $H_{0}$. Equation (4.16) coincides with (4.13) where $H_{0}$ and $\Delta$ are linearly correlated, i.e., if $\Delta$ is interpolated as a linear function of $H_{0}$.

Proceeding to lower bounds, we have seen that the problem divides itself into two parts, first of estimating the entropy associated with a given $f^{(2)}$, and then that of not badly underestimating resulting free energy. As companionpiece to (4.13), we note, using

$$
S=\beta^{2} \frac{\partial F}{\partial \beta}
$$

and

$$
\frac{\partial}{\partial \beta}\langle A\rangle=-\left\langle\left(H_{0}-\bar{H}_{0}\right)(A-\bar{A})\right\rangle
$$

that

$$
\begin{align*}
S(H)-S\left(H_{0}\right) & =-\beta^{2}\left\langle\left(H_{0}-\bar{H}_{0}\right)(\Delta-\bar{\Delta})\right\rangle \\
& -\frac{\beta^{2}}{2}\left\langle(\Delta-\bar{\Delta})^{2}\right\rangle \\
& +\frac{\beta^{3}}{2}\left\langle\left(H_{0}-\bar{H}_{0}\right)(\Delta-\bar{\Delta})^{2}\right\rangle+\cdots, \tag{4.17}
\end{align*}
$$

while from

$$
f^{(2)}=\frac{2}{N} \frac{\delta F}{\delta \Delta^{(2)}},
$$

applying

$$
\operatorname{Tr}\left(H_{0}^{(2)}-\bar{H}_{0}^{(2)}\right) \frac{\delta}{\delta \Delta^{(2)}}
$$

$$
\begin{align*}
\frac{N}{2} \operatorname{Tr} H_{0}^{(2)}\left(f^{(2)}-f_{0}^{(2)}\right) & =-\beta\left\langle\left(H_{0}-\bar{H}_{0}\right)(\Delta-\bar{\Delta})\right\rangle \\
+ & \frac{\beta^{2}}{2}\left\langle\left(H_{0}-\bar{H}_{0}\right)(\Delta-\bar{\Delta})^{2}\right\rangle . \tag{4.18}
\end{align*}
$$

To first order,

$$
\begin{align*}
f^{(2)}\left(1^{\prime}, 2^{\prime}\right)= & f_{0}^{(2)}\left(1^{\prime}, 2^{\prime}\right) \\
& -\beta\left\langle(\Delta-\bar{\Delta}) \delta\left(1-1^{\prime}\right) \delta\left(2-2^{\prime}\right)\right\rangle, \tag{4.19}
\end{align*}
$$

allowing $\Delta-\bar{\Delta}$ to be solved, and then

$$
\begin{align*}
\frac{1}{\beta} s(H)= & \frac{1}{\beta} s\left(H_{0}\right)+\frac{1}{2} \operatorname{Tr} H_{0}^{(2)}\left(f^{(2)}-f_{0}^{(2)}\right) \\
& -\frac{\beta}{2 N}\left\langle(\Delta-\Delta)^{2}\right\rangle+\cdots . \tag{4.20}
\end{align*}
$$

The single-model condition (3.5) reads in the present case

$$
\begin{equation*}
\frac{1}{\beta} s(H) \leq \frac{1}{2} \operatorname{Tr}\left(H_{0}^{(2)}-\bar{H}_{0}^{(2)}\right) f^{(2)}+\frac{1}{\beta} s\left(H_{0}\right) \tag{4.21}
\end{equation*}
$$

again accurate to first order, thus placing the onus of the approximation to this order totally upon the further minimization over $f^{(2)}$. Accuracy to second order is achieved only if $\Delta$ turns out to be a constant.

Let us see what happens when the entropy and $f^{(2)}$ minimizing approximations are combined. Now for a single model, Eq. (3.9) [or the weaker (3.10)] is valid, yielding in the present case

$$
\begin{align*}
F(H) & \geq \min \Delta+F\left(H_{0}\right) \\
& \geq \frac{N}{2} \min \Delta^{(2)}+F\left(H_{0}\right), \tag{4.22}
\end{align*}
$$

which is useless unless $\Delta$ is nonnegative, and then quite poor. The corresponding $f^{(2)}$ is composed of $\delta$ functions at the minimum of $\Delta$, concomitant with the triviality of the classical ground state, and the entropy is the crude first order

$$
\begin{equation*}
\frac{S}{\beta}=\frac{N}{2} \operatorname{Tr} H_{0}^{(2)} f^{(2)}-F\left(H_{0}\right) \tag{4.23}
\end{equation*}
$$

illustrating the drawbacks associated with the advantage of not requiring $f_{0}^{(2)}$ for our lower-bound formulation.

For a discrete (i.e., spin) classical space, the $\delta$ function nature of $f^{(2)}$ is not onerous. Let us see
what improvement in (4.22) and (4.23) occurs when the model set $\gamma H_{0}$ is employed. Equation (3.7) now demands the maximum of $F\left(\gamma H_{0}\right)-\frac{1}{2} N \gamma \operatorname{Tr} H_{0}^{(2)} f^{(2)}$; this occurs at $\left\langle H_{0}\right\rangle_{\gamma H_{0}}=\frac{1}{2} N \operatorname{Tr} H_{0}^{(2)} f^{(2)}$, hence yielding

$$
\begin{equation*}
\frac{S}{\beta}=\gamma\left\langle H_{0}\right\rangle_{\gamma H_{0}}-F\left(\gamma H_{0}\right) \tag{4.24}
\end{equation*}
$$

where

$$
\left\langle H_{0}\right\rangle_{\gamma H_{0}}=\frac{1}{2} N \operatorname{Tr} H_{0}^{(2)} f^{(2)},
$$

a rather obvious type of self-consistent $\gamma H_{0}$ to produce $f^{(2)}$.

## 5. SCALED MODEL RESTRICTIONS FOR THE ONE-DIMENSIONAL ISING MODEL WITH EXTERNAL FIELD

We again consider in detail an illustrative example, now of lower bounds for statistical states. It is that of the paramagnetic ( $\epsilon>0$ ) one-dimensional Ising model with external field $B$, and periodic boundary conditions;

$$
\begin{equation*}
H=-\epsilon \sum_{1}^{N} s_{k} s_{k+1}-B \sum_{1}^{N} s_{k}, \tag{5.1}
\end{equation*}
$$

where $s_{k}= \pm 1$ and $s_{N+1}=s_{1}$. This is equivalent to a lattice gas in a grand ensemble with density unequal to one half maximum. Insofar as the energy is concerned, one needs only the following:

$$
\begin{align*}
f_{s} & =\left\langle\delta_{s_{k}, s}\right\rangle \\
f_{s s^{\prime}} & =\left\langle\delta_{3_{k}, s} \delta_{s_{k+1}}, s^{\prime}\right\rangle \tag{5.2}
\end{align*}
$$

the nearest-neighbor distributions-a 2 vector and a $2 \times 2$ matrix, respectively. Indeed, since the only independent functions of two spins $s, s^{\prime}$ are $1, s, s^{\prime}, s s^{\prime}$, the moments

$$
\begin{align*}
\rho_{1}=\left\langle\sum s_{k}\right\rangle & =N\left\langle s_{k}\right\rangle \equiv N f_{1} \\
\rho_{2}=\left\langle\sum s_{k} s_{k+1}\right\rangle & =N\left\langle s_{k} s_{k+1}\right\rangle \equiv N f_{2} \tag{5.3}
\end{align*}
$$

suffice. If we stick to models which demand no more than the simple (5.2) or (5.3), i.e., one-dimensional nearest-neighbor forces, we are in fact restricted to model Hamiltonians of the form (5.1) but with different parameters, $\epsilon, B$-a practical procedure only under special conditions.

Before concentrating on the equilibrium free energy of (5.1) and comparing with approximations, let us examine the functional dependence of $S$ on $\rho_{1}$ and $\rho_{2}$-the crux of our approximations-for this too is exactly obtainable in our case. A convenient way to obtain this dependence in the thermodynamic limit $N \rightarrow \infty$ is to observe that since $\beta F$ is a functional

Fig. 2. Ising model configuration with periodic boundary.

only of $\beta H$, then from (5.1),

$$
\begin{aligned}
S & =\beta^{2} \frac{\partial F}{\partial \beta}=\beta \frac{\partial}{\partial \beta} \beta F-\beta F \\
& =-\beta F+\epsilon \frac{\partial}{\partial \epsilon} \beta F+B \frac{\partial}{\partial B} \beta F
\end{aligned}
$$

Hence,

$$
\begin{equation*}
-\frac{S}{\beta}=F-\epsilon \frac{\partial F}{\partial \epsilon}-B \frac{\partial F}{\partial B} . \tag{5.4}
\end{equation*}
$$

But also from (5.1) and (5.3),

$$
\begin{equation*}
\rho_{2}=-\frac{\partial F}{\partial \epsilon}, \quad \rho_{1}=-\frac{\partial F}{\partial B} . \tag{5.5}
\end{equation*}
$$

Thus, $-s / \beta$ as a function of $\rho_{1}, \rho_{2}$ is the Legendre transform of $F$ as a function of $\epsilon$ and $B$, and in the thermodynamic limit is identical with the $\rho_{1}, \rho_{2}$ ensemble potential;

$$
\begin{equation*}
S=\ln \sum_{\left\{s_{k}\right\}} \delta\left(\sum s_{k}, \rho_{1}\right) \delta\left(\sum s_{k} s_{k+1}, \rho_{2}\right) \tag{5.6}
\end{equation*}
$$

all at fixed $N$. The free energy may of course be recovered as
$F(\epsilon, B)=-\frac{1}{\beta} \ln \sum_{\rho_{1}, \rho_{2}} \exp \left[S\left(\rho_{1}, \rho_{2}\right)+\beta \rho_{1} B+\beta \rho_{2} \epsilon\right]$.

Let us evaluate (5.6). Denoting the number of spins up and down by $a_{ \pm}$, the number of spin flips from -1 to 1 in the sequence $\left\{s_{k}\right\}$ by $b$ (= flip number from 1 to -1 ), we have

$$
\begin{gather*}
a_{+}=\frac{1}{2} N\left(1+f_{1}\right), \quad a_{-}=\frac{1}{2} N\left(1-f_{1}\right), \\
b=\frac{1}{4} N\left(1-f_{2}\right) . \tag{5.8}
\end{gather*}
$$

## (See Fig. 2.)

But the number of configurations at fixed $a_{+}, a_{-}, b$ is the product of the number of ways that the $b+1$ 's which occur immediately after a flip can be chosen from the $a_{+}+1$ 's present, by the corresponding number for -1 's. In other words,

$$
\begin{equation*}
e^{s}=\binom{a_{+}}{b}\binom{a_{-}}{b} \tag{5.9}
\end{equation*}
$$

and as $N \rightarrow \infty$, we obtain from (5.8)

$$
\begin{align*}
s=\frac{S}{N}= & \ln 2+\frac{1}{2}\left[\left(1+f_{1}\right) \ln \left(1+f_{1}\right)\right. \\
& \left.+\left(1-f_{1}\right) \ln \left(1-f_{1}\right)-\left(1-f_{2}\right) \ln \left(1-f_{2}\right)\right] \\
& -\frac{1}{4}\left[\left(f_{2}+2 f_{1}+1\right) \ln \left(f_{2}+2 f_{1}+1\right)\right. \\
& \left.+\left(f_{2}-2 f_{1}+1\right) \ln \left[f_{2}-2 f_{1}+1\right)\right], \tag{5.10}
\end{align*}
$$

to which any approximation must be compared.
Now the form in which we pose our test problem is this: Suppose that the field-free Ising model has been solved and we want to find the initial as well as finite effect of an added field. We thus have available the model set

$$
\begin{equation*}
H_{M}=-M \sum_{1}^{N} s_{k} s_{k+1} \tag{5.11}
\end{equation*}
$$

on which to base a restricted variational principle. Clearly,

$$
\sum e^{-\beta H_{M}}=\sum \Pi e^{\beta M s_{k} s_{k+1}}=\operatorname{Tr}\left(\begin{array}{ll}
e^{\beta M} & e^{-\beta M} \\
e^{-\beta M} & e^{\beta M}
\end{array}\right)^{N}
$$

and the maximum eigenvalue of the $2 \times 2$ matrix is $\lambda_{\text {max }}=2 \cosh \beta M$, so that

$$
\begin{equation*}
F(M, 0)=-\frac{N}{\beta} \ln (2 \cosh \beta M) \tag{5.12}
\end{equation*}
$$

Our aim is to reproduce $F(H)$, which can be evaluated in precisely the same way, yielding

$$
\begin{align*}
F(\epsilon, B)= & -\frac{N}{\beta} \ln \left(e^{\beta \epsilon} \cosh \beta B\right. \\
& \left.+\left(e^{-2 \beta \epsilon}+e^{2 \beta \epsilon} \sinh ^{2} \beta B\right)^{\frac{1}{2}}\right) \\
= & -N \epsilon-\frac{N}{\beta} \ln (\cosh \beta B \\
& \left.+\left(e^{-4 \beta \epsilon}+\sinh ^{2} \beta B\right)^{\frac{1}{2}}\right) . \tag{5.13}
\end{align*}
$$

We first consider the very weakest forms Eqs. (3.9) and (3.10), which become

$$
\begin{align*}
F(H) & \geq \max _{M}\left(E_{0}(\epsilon-M, B)+F(M, 0)\right) \\
& \geq \max _{M}\left(\frac{N}{2} E_{0}^{(2)}(\epsilon-M, B)+F(M, 0)\right) \tag{5.14}
\end{align*}
$$

Now by checking each of the four cases, we see that $-\epsilon s s^{\prime}-\frac{1}{2} B\left(s+s^{\prime}\right)$ has a minimum of

$$
-\left|\epsilon+\frac{1}{2}\right| B| |-\frac{1}{2}|B| .
$$

It follows that

$$
\begin{equation*}
E_{0}(\epsilon, B)=\frac{N}{2} E_{0}^{(2)}(\epsilon, B)=-N\left|\epsilon+\frac{1}{2}\right| B| |-\frac{1}{2} N|B|, \tag{5.15}
\end{equation*}
$$

Eq. (3.10), here, being no weaker than Eq. (3.9); we have
$F(H) \geq-N \min _{M}\left(\frac{1}{\beta} \ln 2 \cosh \beta M\right.$

$$
\begin{equation*}
\left.+\left|\epsilon+\frac{1}{2}\right| B|-M|\right)-\frac{1}{2} N|B| \tag{5.16}
\end{equation*}
$$

yielding on evaluation

$$
\begin{equation*}
F(H) \geq-N \epsilon-\frac{N}{\beta} \ln \left(e^{\beta|B|}+e^{-2 \beta \epsilon}\right) \tag{5.17}
\end{equation*}
$$

at the optimum model $M=\epsilon+\frac{1}{2}|B|$. For the corresponding entropy approximation, (3.6) now reads

$$
\begin{equation*}
\frac{s}{\beta} \leq-\max _{M}\left[(1 / N) F(M, 0)+M f_{2}\right] \tag{5.18}
\end{equation*}
$$

yielding on evaluation

$$
\begin{align*}
s \leq \ln 2-\frac{1}{2}\left[\left(1+f_{2}\right)\right. & \ln \left(1+f_{2}\right) \\
& \left.+\left(1-f_{2}\right) \ln \left(1-f_{2}\right)\right] \tag{5.19}
\end{align*}
$$

Let us proceed without a pause to the stronger principle (3.7), or in the present case,

$$
\begin{align*}
F(H) \geq N \min _{f_{1}, f_{2}} \max _{M}[ & (M-\epsilon) f_{2}-B f_{1} \\
& \left.-\frac{1}{\beta} \ln (2 \cosh \beta M)\right], \tag{5.20}
\end{align*}
$$

essentially a transcription of (5.18). Thus,

$$
\begin{align*}
F(H) & \geq \frac{N}{\beta} \min _{f_{1} f_{2}}\left[-\ln 2+\frac{1}{2}\left(1+f_{2}\right) \ln \left(1+f_{2}\right)\right. \\
& \left.+\frac{1}{2}\left(1-f_{2}\right) \ln \left(1-f_{2}\right)-\beta \epsilon f_{2}-\beta B f_{1}\right] . \tag{5.21}
\end{align*}
$$

The minimization of (5.21) now does depend on the allowed domain of $f_{1}$ and $f_{2}$. Pure two-body restrictions result from the positivity and normalization of $f_{s s^{\prime}}$ of (5.2):

$$
\begin{gather*}
f_{++} \geq 0, \quad f_{--} \geq 0, \quad f_{+-}=f_{-+} \geq 0 \\
f_{++}+f++f_{+-}+f_{++}=1 \tag{5.22}
\end{gather*}
$$

Thus,

$$
\begin{align*}
& f_{1}=f_{++}-f_{--}, \\
& f_{2}=2\left(f_{++}+f_{--}\right)-1 \tag{5.23}
\end{align*}
$$

must satisfy the conditions

$$
\begin{equation*}
\left|f_{1}\right| \leq \frac{1}{2}\left(1+f_{2}\right) \leq 1 \tag{5.24}
\end{equation*}
$$

which applied to (5.21), result in

$$
\begin{aligned}
F(H) \geq F & =\frac{N}{\beta} \min _{f_{2}}\left[-\ln 2+\frac{1}{2}\left(1+f_{2}\right) \ln \left(1+f_{2}\right)\right. \\
+\frac{1}{2}(1 & \left.\left.-f_{2}\right) \ln \left(1-f_{2}\right)-\beta \epsilon f_{2}-\frac{1}{2} \beta|B|\left(1+f_{2}\right)\right] \\
& =N\left(-\epsilon-\frac{1}{\beta} \ln \left(e^{\beta|B|}+e^{-2 \beta \epsilon}\right)\right)
\end{aligned}
$$

at

$$
\begin{align*}
f_{2} & =\tanh \beta\left(\epsilon+\frac{1}{2}|B|\right), \\
f_{1} & =\frac{1}{2}\left(1+f_{2}\right) \operatorname{sgn} B \\
& =\frac{1}{2} \exp \left[\beta\left(\epsilon+\frac{1}{2}|B|\right) \operatorname{sech}\left(\epsilon+\frac{1}{2}|B|\right),\right. \tag{5.25}
\end{align*}
$$

the lower bound $F\left(=F\left(\epsilon+\frac{1}{2}|B|, 0\right)-(N / 2)|B|\right)$ being precisely as in (5.17); the unrestricted (5.17) is right on the boundary of the restriction (5.24). We may also compare with the correct $f_{1}$ and $f_{2}$, determined by (5.5) and (5.13):

$$
\begin{align*}
f_{1}=-\frac{1}{N} \frac{\partial F}{\partial B}= & \left(e^{-4 \beta \epsilon}+\sinh ^{2} \beta B\right)^{-\frac{1}{2}} \sinh \beta B \\
f_{2}=-\frac{1}{N} \frac{\partial F}{\partial \epsilon}= & \operatorname{coth} 2 \beta \epsilon-\left(e^{-4 \beta \epsilon}+\sinh ^{2} \beta B\right)^{-\frac{1}{2}} \\
& \cdot \cosh \beta B e^{-2 \beta \epsilon} \operatorname{csch} 2 \beta \epsilon \tag{5.26}
\end{align*}
$$

Finally, we ask how (5.24) is altered by a full $N$ body restriction. We want to replace (5.24) by the allowed domain of the full $N$-body reduced $f_{2}$, given $f_{1}$. Clearly the stationary values of $f_{2}$, given $f_{1}$, are obtained from those of $f_{2}+\lambda f_{1}$, corresponding to the $\beta \rightarrow \infty$ limit of the statistical problem for

$$
H= \pm\left(\sum s_{k} s_{k+1}+\lambda \sum s_{k}\right)
$$

But the solution of this problem is (5.26). Solving (5.26), we have

$$
\begin{equation*}
\tanh \beta B=f_{1}\left[\left(1-f_{1}^{2}\right) e^{4 \beta \epsilon}+f_{1}^{2}\right]^{\frac{1}{2}} \tag{5.27}
\end{equation*}
$$

so that, setting $X=e^{4 \beta \epsilon}-1 \geq-1$,

$$
\begin{equation*}
f_{2}=1+\frac{2}{X}-\frac{2}{X}\left[1+\left(1-f_{1}^{2}\right) X\right]^{\frac{1}{2}} \tag{5.28}
\end{equation*}
$$

The domain of $f_{2}$ given by (5.28) is (by virtue of $\left|f_{1}\right| \leq 1$ ) again

$$
\begin{equation*}
-1+2\left|f_{1}\right| \leq f_{2} \leq 1 \tag{5.29}
\end{equation*}
$$

identical with (5.24). Hence, the result (5.17) is not altered on applying the full strength of $N$-body realizability. The complete approximation in this example is that of too weakly bounding the entropy. This is neither surprising nor especially deplorable, since an expansion of Eq. (5.10) about the model condition $f_{1}=0$ yields
$s=\ln 2-\frac{1}{2}\left[\left(1+f_{2}\right) \ln \left(1+f_{2}\right)\right.$

$$
\begin{equation*}
\left.+\left(1-f_{2}\right) \ln \left(1-f_{2}\right)\right]-\frac{1}{2} \frac{1-f_{2}}{1+f_{2}} f_{1}^{2} \cdots \tag{5.30}
\end{equation*}
$$

a second-order correction to (5.19) (and since $1-f_{2} / 1+f_{2}=e^{-2 \beta \epsilon}$ for the model, particularly small at low temperature).
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#### Abstract

The explicit Wigner coefficients are determined for the direct product of regular representations, $(N) \otimes(N)=2(N)+\cdots$, of $S U(n)$, where $N=n^{2}-1$. Triple products $C_{m} C_{i} C_{m}=\alpha F_{i}+\beta D_{i}$, and higher-order products, are calculated, where $C_{i}$ may be $F_{i}$ or $D_{i}$, the $N \times N$ Hermitian matrices of the regular representation, and $m$ is summed. The coefficients $\alpha, \beta$ are shown to be $6-j$ symbols, and higher-order products yield the explicit $9-j, 12-j$, symbols. A theorem concerning ( 3 p )- $j$ coefficients is proved.


## I. INTRODUCTION

T'HE ostensible purpose of this paper is to explicitly determine the $3,6,9,12-j$ coefficients of $S U(n)$ for the special case when the regular representation occurs in the direct product of regular representations, $(N) \otimes(N)=2(N)+\cdots$, where $N=n^{2}-1$. This, it must be admitted, was not the initial motivation for the work.

The real purpose was to consider products of the $8 \times 8$ Hermitian matrices $C_{k}, C_{m} C_{i} C_{m}$ or $C_{m} C_{n} C_{i} C_{m} C_{n}$, where $m, n$ are summed from 1 to 8 , and $C_{k}$ is $F_{k}$ or $D_{k}$, the Gell-Mann matrices. ${ }^{1}$ In a special current algebra model, ${ }^{2}\left(C_{i}\right)_{j k}$ represented the unrenormalized lepton-current-baryon vertex, and the various 3 rd , 5 th, and higher-order products represented exchange meson corrections to this vertex. As an example, the above two products are represented graphically in Fig. 1. The question posed was the following. Say the original vertex is (D) F-type. Under what conditions would the various corrections leave an (D) $F$-type vertex? In general, then, $C_{m} C_{i} C_{m}=\alpha F_{i}+\beta D_{i}$, and the original question reduced to the calculation of $\alpha, \beta$. However, it became clear, quite shortly, that $\alpha$ and $\beta$ were $6-j$ coefficients which relate the manner in which three octet representations may be coupled to yield another octet representation. Higher-order products provided the $9,12-j$ coefficients. The methods derived to evaluate such products were quite general and could, indeed, be applied to matrices of the regular representation of $S U(n)$. This, then, provided a way to evaluate the $6,9,12-j$ coefficients for $S U(n)$, the results of this paper.

[^33]

THE INCOMING, OUTGOING LINES ARE BARYONS, THE WAVY LINES, A LEPTON CURRENT, AND THE DASHED LINES, EXCHANGED VIRTUAL MESONS.

Fig. 1. Vertex corrections.
This paper exploits an intimate relation between the fundamental and regular representations of the Lie algebra, namely that the $n \times n$ matrices serve as the carrier space of the regular representation; in fact, define the coupling coefficients. This relation has been employed by Gell-Mann ${ }^{1}$ and Lee ${ }^{3}$ for $S U(3)$ and noted by Bargmann, ${ }^{4}$ Behrends et al., ${ }^{5}$ and Biedenharn, ${ }^{6,7}$ among others. In Sec. II, the $n \times n$ Hermitian matrices $\lambda_{i}, i=1, \cdots, N$, the matrices of the

[^34]infinitesimal generators of $\operatorname{SU}(n)$, are defined, and the Gell-Mann matrices $F_{i}, D_{i}$, constructed. It is then possible, by means of transformation vectors $\epsilon_{i}^{(\mu)}$, to transform from the $\lambda_{i}$ to a non-Hermitian "spherical" basis $L^{(\mu)}, \mu=1, \cdots, N$, and define the states $\mu$ in terms of the weights. This transformation allows us to express the Wigner coefficients in terms of linear combinations of the $F_{i}, D_{i}$, matrices, as shown in Sec. III. The appropriate phase convention for the Wigner coefficients is introduced through the spherical vectors. The explicit Wigner coefficients then have the conventional orthogonality, symmetry, properties, and are equal to de Swart's ${ }^{8}$ for the case of $S U(3)$. In Sec. IV, the products of matrices $C_{m} C_{i} C_{m}=\alpha F_{i}+\beta D_{i}$ are considered, and the $\alpha, \beta$ coefficients are shown to be $6-j$ symbols. Higher-order products are 9, $12-j$ symbols. A general theorem concerning products of $C_{k}$ is proven here: if the product contains an odd number of $F$ 's, then $\beta=0$; if the product contains an odd number of $D$ 's, then $\alpha=0$. The explicit calculation of the coefficients $\alpha, \beta$ for the various products is relegated to Appendix A where the calculation is self-contained (and simply connected). The results are listed in three tables. The matter of phase convention for the Wigner coefficients is discussed in Appendix B.

## II. INFINITESIMAL MATRICES, WEIGHTS

## A. Hermitian Basis

Let the $n \times n$ matrices $\lambda_{i}, i=1, \cdots, N=n^{2}-1$, be the matrices of the infinitesimal generators of $S U(n)$. The matrices $\lambda_{i}$ are Hermitian and traceless. Since the matrices $\lambda_{i}$ and 1 span the space of $n \times n$ Hermitian matrices, the product $\lambda_{i} \lambda_{j}$ may be expressed as

$$
\begin{equation*}
\lambda_{i} \lambda_{j}=a \delta_{i j} 1+c_{i j k} \lambda_{k} \tag{1}
\end{equation*}
$$

where $c_{i j k}=d_{i j k}+i f_{i j k}$, and $f, d$ are real. If we combine Eq. (1) and the Hermitian conjugate of Eq. (1), assuming $\lambda_{i}$ constructed such that $a$ is real, we have the relations

$$
\begin{align*}
{\left[\lambda_{i}, \lambda_{j}\right] } & =2 i f_{i j k} \lambda_{k}  \tag{2a}\\
\left\{\lambda_{i}, \lambda_{j}\right\} & =2 a \delta_{i j} 1+2 d_{i j k} \lambda_{k}  \tag{2b}\\
\operatorname{Tr}\left(\lambda_{i} \lambda_{j}\right) & =n a \delta_{i j} \tag{2c}
\end{align*}
$$

where [ ] is the commutator, $\}$ is the anticommutator. Equation (2a) shows that the $\lambda_{i}$ are a basis of the Lie algebra. The matrices $\lambda_{i}$ may be normalized so that $a$, in Eq. (2c), is independent of the indices $i, j$ and $a=2 / n .{ }^{9}$ Then,

[^35]$$
\operatorname{Tr}\left(\lambda_{i} \lambda_{j}\right)=2 \delta_{i j} .
$$

In Appendix A, however, $a$ will be left arbitrary since the specific realization is not important for the calculation of matrix products. From Eqs. ( $2 \mathrm{a}, \mathrm{b}$ ), $f_{i j k}\left(d_{i j k}\right)$ is antisymmetric (symmetric) under the interchange $i, j$. However, using Eq. (2c), we have that

$$
\begin{align*}
& \operatorname{Tr}\left(\left[\lambda_{i}, \lambda_{j}\right] \lambda_{k}\right)=(2 a n) i f_{i j k}  \tag{3a}\\
& \operatorname{Tr}\left(\left\{\lambda_{i}, \lambda_{j}\right\} \lambda_{k}\right)=(2 a n) d_{i j k} \tag{3b}
\end{align*}
$$

From these equations and the fact that $\lambda_{i}$ is Hermitian, it may be shown that $f_{i j k}\left(d_{i j k}\right)$ is antisymmetric (symmetric) under the exchange of any two indices. Given the specific basis $\lambda_{i}$, the coefficients $f, d$, are completely determined by Eqs. (3).

In analogy to the $S U(3)$ case, ${ }^{1}$ let the Gell-Mann matrices $F_{i}, D_{i}, i=1, \cdots, N$, be defined

$$
\begin{equation*}
\left(F_{i}\right)_{j k}=-i f_{i j k}, \quad\left(D_{i}\right)_{j k}=d_{i j k} . \tag{4}
\end{equation*}
$$

Due to the symmetry of the $f, d$ coefficients, and the fact that $F_{i}$ is pure imaginary, $D_{i}$ real, the matrices $F_{i}, D_{i}$ are Hermitian. The matrices are also traceless (see Appendix A).

If a set of operators $\left\{\boldsymbol{T}_{i}\right\}$ satisfy the commutation relations

$$
\begin{equation*}
\left[F_{i}, T_{j}\right]=i f_{i j k} T_{k} \tag{5}
\end{equation*}
$$

the set $\left\{T_{j}\right\}$ are vector operators of $S U(n){ }^{6.10}$ From the two Jacobi identities, Eqs. (A1), (A3) of the Appendix, the relations follow

$$
\begin{align*}
& {\left[F_{i}, F_{j}\right]=i f_{i j k} F_{k}}  \tag{6a}\\
& {\left[F_{i}, D_{j}\right]=i f_{i j k} D_{k}} \tag{6b}
\end{align*}
$$

Hence, the Gell-Mann matrices, Eq. (4), are vectors of $S U(n)$.
The coefficients $f_{i j k}, d_{i j k}$ also serve as the coupling coefficients of $S U(n) .^{11}$ Say that two sets of vectors, ( $\left.T_{k}^{(1)}\right),\left(T_{k}^{(2)}\right)$, satisfy Eq. (5). The direct product set $\left\{T_{k}^{(1)} T_{m}^{(2)}\right\}$ may be reduced with the coefficients $f, d$,

$$
\begin{equation*}
T_{j}^{(3)}=b_{1} f_{j k m} T_{k}^{(1)} T_{m}^{(2)}, \quad T_{j}^{(4)}=b_{2} d_{j k m} T_{k}^{(1)} T_{m}^{(2)} \tag{7}
\end{equation*}
$$

where the constants $b_{i}$ are independent of $j k m$. The sets, $\left\{T_{j}^{(3)}\right\},\left\{T_{j}^{(4)}\right\}$, are easily shown to satisfy Eq. (5) [using Eqs. (6)], and, hence, also constitute vector operators.

The set of coupling coefficients $f_{i j k}, d_{i j k}$, satisfy the

[^36]orthogonality relations,
\[

$$
\begin{align*}
\sum_{i j} f_{i j k} f_{i j k^{\prime}} & =\operatorname{Tr}\left(F_{k} F_{k^{\prime}}\right)=a_{f} \delta_{k k^{\prime}}  \tag{8a}\\
\sum_{i j} d_{i j k} d_{i j k^{\prime}} & =\operatorname{Tr}\left(D_{k} D_{k^{\prime}}\right)=a_{d} \delta_{k k^{\prime}}  \tag{8b}\\
\sum_{i j} f_{i j k} d_{i j k^{\prime}} & =-i \operatorname{Tr}\left(F_{k} D_{k^{\prime}}\right)=0, \tag{8c}
\end{align*}
$$
\]

as shown in Appendix A [see Eq. (A11)], where $a_{f}=\frac{1}{2} a(N+1), a_{d}=\frac{1}{2} a(N-3)$.
A specific realization of the $n \times n$ matrices $\lambda_{i}$, $i=1, \cdots, N$, may be given, in analogy to the $S U(2)$ Pauli spin matrices, and the $S U(3)$ matrices. ${ }^{1}$ Let $e_{(i j)}$ be the matrix with 1 in the $i j$ th position, and zero elsewhere. Then,

$$
\begin{equation*}
\left(e_{(i j)}\right)_{u v}=\delta_{i u} \delta_{j v} \tag{9}
\end{equation*}
$$

Let $\alpha \equiv(i j)$ be the ordered pairs $i<j$, where $i, j=$ $1, \cdots, n$, and let $-\alpha \equiv(j i)$. Then, for the nondiagonal $\lambda_{i}$ matrices, ${ }^{12}$ we define

$$
\begin{align*}
& \lambda_{\alpha}^{(1)}=e_{\alpha}+e_{-x}=e_{(i j)}+e_{(j i)}  \tag{10a}\\
& \lambda_{\alpha}^{(2)}=-i\left(e_{\alpha}-e_{-\alpha}\right)=-i\left(e_{(i j)}-e_{(i j)}\right) \tag{10b}
\end{align*}
$$

The matrices $\lambda_{\alpha}^{(1)}, \lambda_{\alpha}^{(2)}, \alpha=1, \cdots, \frac{1}{2} m, \quad[m=$ $n(n-1)]$, satisfy Eq. ( $2 \mathrm{c}^{\prime}$ ). For the diagonal matrices, ${ }^{13}$ let

$$
\left(\hat{h}_{k}\right)_{m n}=d_{m}^{(k)} \delta_{m n} a_{k} \quad \begin{align*}
& m, n=1, \cdots, n  \tag{11}\\
& k=1, \cdots, n-1
\end{align*}
$$

where

$$
\begin{aligned}
d_{m}^{(k)} & =1, & & m=1, \cdots, k \\
& =-k, & & m=k+1 \\
& =0, & & m=k+2, \cdots, n
\end{aligned}
$$

This set of diagonal matrices ${ }^{14} \lambda_{m+k}=\dot{h}_{k}$, satisfies the orthonormality conditions, Eq. ( $2 \mathrm{c}^{\prime}$ ), if the normalization constant is taken

$$
\begin{equation*}
a_{k}=\sqrt{2}[k(k+1)]^{-1 / 2} \tag{12}
\end{equation*}
$$

The explicit set of Hermitian matrices ${ }^{15} \lambda_{i}, i=$ $1, \cdots, N$, and Eqs. (10) and (11), uniquely define the matrices $F_{i}, D_{i}$, by Eq. (3).

## B. Spherical Basis

The conventional Wigner coefficients are defined in terms of a non-Hermitian "spherical" basis. In $S U(2)$, the Hermitian set $I_{i}, i=1,2,3$, are vectors

[^37]of the regular representation satisfying the commutation relations, $\left[I_{i}, I_{j}\right]=i \epsilon_{i j k} I_{k}$, similar to Eq. (6a). The spherical set [with phase $(-1)^{m}$ ] is $I_{+}=$ $(-1 / \sqrt{2})\left(I_{1}+i I_{2}\right), I_{-}=(1 / \sqrt{2})\left(I_{1}+i I_{2}\right), I_{0}=I_{3}$. The set of operators $I_{+}, I_{0}, I_{-}$, may also be associated with the set of states, $m=+1,-0,-1$, of the regular representation. ${ }^{16}$ This transformation, from the Hermitian basis to the spherical basis, and the labeling of states of the regular representation, may be carried out for $S U(n)$, as a generalization of the $S U(2), S U(3)$ cases.

Let the spherical basis $L^{(\alpha)}, \alpha=1, \cdots, N$, be expressed as a linear combination of the Hermitian basis $\lambda_{i}$ by means of the transformation vectors $\epsilon_{i}^{(\alpha)},{ }^{17}$

$$
\begin{align*}
L^{(\alpha)} & =\epsilon_{i}^{(\alpha)}(-1)^{Q_{\alpha} \lambda_{i}}=\frac{(-1)^{Q_{\alpha}}}{\sqrt{2}}\left(\lambda_{\alpha}^{(1)}+i \lambda_{\alpha}^{(2)}\right),  \tag{13a}\\
L^{(-\alpha)} & =\epsilon_{i}^{(-\alpha)} \lambda_{i}=\frac{1}{\sqrt{2}}\left(\lambda_{\alpha}^{(1)}-i \lambda_{\alpha}^{(\alpha)}\right), \quad \alpha=1, \cdots, m / 2, \tag{13b}
\end{align*}
$$

$$
\begin{equation*}
L^{(\alpha)}=\hat{h}_{i} \quad \alpha=m+i=m+1, \cdots, N \tag{13c}
\end{equation*}
$$

where $Q_{\alpha}$ is the generalized "charge," an integer (see Appendix B),

$$
\begin{equation*}
Q_{\alpha}=\sum_{k=1}^{n-1} h_{k} / k \tag{13d}
\end{equation*}
$$

and $h_{k}$ are the weights of the $\alpha=(i j)$ state (see Sec. IIC). ${ }^{18}$ The transformation vectors have the built-in phase convention

$$
\begin{equation*}
\left(\epsilon_{i}^{(\alpha)}\right)^{*}=(-1)^{Q_{\chi} \epsilon_{i}^{(-\alpha)}} \tag{14}
\end{equation*}
$$

a generalization of the $S U(3)$ case, ${ }^{3}$ and the orthogonality properties,

$$
\begin{align*}
& \sum_{i=1}^{m} \epsilon_{i}^{(\alpha)} \epsilon_{i}^{(\beta) *}=\delta_{\alpha \beta}, \quad \sum_{\alpha=-m / 2}^{m / 2} \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\alpha) *}=\delta_{i j},  \tag{15a,b}\\
& \sum_{i=1}^{m} \epsilon_{i}^{(\alpha)} \epsilon_{i}^{(\beta)}=\delta_{\alpha,-\beta}(-1)^{Q_{\alpha}}, \quad \sum_{\alpha=-m / 2}^{m / 2} \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\alpha)}=\delta_{i j} \phi_{i}, \tag{15c,d}
\end{align*}
$$

where

$$
\phi_{i}= \begin{cases}-1 & i=1, \cdots, m / 2 \text { associated with } \lambda_{i}^{(2)} \\ +1 & i=1, \cdots, m / 2 \text { associated with } \lambda_{i}^{(1)}\end{cases}
$$

[^38]The spherical basis $L^{(\mu)}$ may be expressed in terms of the matrices $e_{(i j)}$, Eq. (9),

$$
\begin{align*}
L^{(\alpha)} & =\sqrt{2}(-1)^{Q_{\alpha} e_{\alpha}}=\sqrt{2}(-1)^{Q_{(i j)}} e_{(i j)} \\
L^{(-\alpha)} & =\sqrt{2} e_{-\alpha}=\sqrt{2} e_{(j i)} . \tag{16}
\end{align*}
$$

In this form, the basis $L^{(\mu)}$ satisfies the commutation relations

$$
\begin{gather*}
{\left[L^{(\alpha)}, L^{(\beta)}\right]=\sqrt{2} L^{(\gamma)}(-1)^{\theta} \quad \alpha=(k l), \quad \beta=(l m),} \\
\gamma=(k m),  \tag{17a}\\
=-\sqrt{2} L^{(\gamma)}(-1)^{\theta} \quad \alpha=(k l), \quad \beta=(m k), \\
\gamma=(m l),  \tag{17b}\\
=0,
\end{gather*}
$$

where $a_{k}$ is the normalization, Eq. (12), $d_{i}^{(k)}$ are the diagonal elements, Eq. (11), and $\theta$ is $Q_{\alpha}, Q_{\beta}$, and $Q_{\gamma}$, for each $\alpha, \beta, \gamma$ positive, respectively.

The basis $L^{(u)}$ also satisfies the anticommutation relations

$$
\begin{gather*}
\left\{L^{(\alpha)}, L^{(\beta)}\right\}=\sqrt{2} L^{(\gamma)}(-1)^{\theta}, \quad \alpha=(k l), \quad \beta=(l m), \\
\gamma=(k m)  \tag{18a}\\
\alpha=(k l), \quad \beta=(m k), \\
\gamma=(m l)  \tag{18b}\\
=0, \quad \text { otherwise, } \quad(\alpha \neq-\beta), \\
\left\{\hat{h}_{k}, L^{(\alpha)}\right\}=a_{k}\left(d_{i}^{(k)}+d_{j}^{(k)}\right) L^{(\alpha)} \equiv \beta^{(k)} L^{(\alpha)},  \tag{18c}\\
\left\{\hat{h}_{i}, \hat{h}_{j}\right\}=4 / n \cdot 1+2 \sum_{k} d_{i}^{(k-1)} \hat{h}_{k} a_{k},  \tag{18d}\\
\left\{\hat{h}_{i}, \hat{h}_{j}\right\}=2 a_{j} \hat{h}_{i} i<j,  \tag{18e}\\
\left\{L^{(\alpha)}, L^{(-\alpha)}\right\}=(4 / n)(-1)^{Q_{\alpha} \cdot 1+(-1)^{Q_{\alpha}} \sum_{k} \beta^{(k)} \hat{h}_{k}}(18 \mathrm{~d}  \tag{18f}\\
\text { C. Weights }
\end{gather*}
$$

The group $S U(n)$ may be decomposed by the chain $S U(n) \supset U(1) \otimes S U(n-1)$. If we renormalize the diagonal operators

$$
\begin{equation*}
\hat{h}_{k}=\frac{1}{k}\left\{e_{(11)}+\cdots+e_{(k k)}-k e_{(k+1 k+1)}\right\} \tag{19a}
\end{equation*}
$$

the decomposition may be written in terms of the eigenvalues $h_{n-1}$ :
$S U(n)$ F.R.: $\left\{\begin{array}{r}h_{n-1}=1 / n, \quad S U(n-1) \text { F.R. } \\ h_{n-1}=1 / n-1=-(n-1) / n, \\ S U(n-1) \text { singlet, }\end{array}\right.$
where F.R. is the fundamental representation. The $S U(n-1)$ F.R. may be similarly decomposed. This is a decomposition in the weights of the subgroup chain ${ }^{6} S U(n) \supset S U(n-1) \supset \cdots \supset S U(2)$; the F.R. of $S U(n)$ contains the F.R. of $S U(n-1)$, and so on.

The direct product $(n) \otimes(n)^{*}$, where ${ }^{*}$ denotes the conjugate representation, may be reduced by simple Young tableau techniques, ${ }^{19}$

$$
\begin{equation*}
(n) \otimes(n)^{*}=\left(n^{2}-1\right)+(1) \tag{20a}
\end{equation*}
$$

In terms of the subgroup decomposition, the $S U(n)$ regular representation (written R.R.) in terms of the weights $h_{n-1}$ and the subgroup $S U(n-1)$, is
$S U(n)$ R.R.: $\left\{\begin{array}{l}h_{n-1}=1, S U(n-1) \text { F.R. } \\ h_{n-1}=0, S U(n-1) \text { R.R. } \\ \quad+S U(n-1) \text { singlet } \\ h_{n-1}=-1, S U(n-1) \text { conjugate F.R. }\end{array}\right.$

The R.R. of $S U(n-1), S U(n-2), \cdots, S U(3)$, may be similarly decomposed.

The states of the $S U(n)$ R.R. may be associated with the matrices $e_{(i j)}$ in a manner similar to the association of the $S U(2), m=+1,-1,0$ states with the matrices $e_{(12)}, e_{(21)}, e_{(11)},-e_{(22)}$. The matrices $e_{(i n)}, i=1, \cdots, n-1$, associated with the states $h_{n-1}=1, S U(n-1)$ F.R., are given in Table I. The matrices $e_{(n i)}$, associated with the states $h_{n-1}=-1$, $S U(n-1)$ conjugate F.R., follow similarly; the weights are the negative of those in Table I. The matrices $e_{(i j)}, i, j=1, \cdots, n-1$, are associated with the $h_{n-1}=0, S U(n-1)$ R.R. The matrix $e_{(n n)}$, or the traceless $\hat{h}_{n-1}$, is associated with the state $h_{n-1}=0, S U(n-1)$ singlet. There are, in all, $n-1$ singlet states associated with the center of the Cartan algebra. ${ }^{20}$ This decomposition procedure may now be repeated for the $S U(n-1)$ regular representation. For example, the matrices $e_{(i n-1)}, i=1, \cdots, n-2$, are associated with the states $h_{n-2}=1, S U(n-2)$ F.R., and are given by a table similar to Table I. This reduction of the $S U(n)$ R.R. is simply an application of the Weyl branching law ${ }^{21}$ to $S U(n)$.

## III. WIGNER COEFFICIENTS

## A. Definition

Employing the transformation vectors $\epsilon_{i}^{(\alpha)}$, Eq. (1) may be transformed to the spherical basis $L^{(\mu)}$.

[^39]The commutation, anticommutation relations become

$$
\begin{align*}
& {\left[L^{(\alpha)}, L^{(\beta)}\right]=2 b f(\alpha, \beta, \gamma) L^{(\gamma)}}  \tag{21a}\\
& \left\{L^{(\alpha)}, L^{(\beta)}\right\}=2 a \delta_{\alpha,-\beta}(-1)^{Q_{\alpha}}+2 c d(\alpha, \beta, \gamma) L^{(\gamma)} \tag{21b}
\end{align*}
$$

where

$$
\begin{align*}
& b f(\alpha, \beta, \gamma)=i f_{i j k} \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\beta)} \epsilon_{k}^{(\gamma) *},  \tag{22a}\\
& c d(\alpha, \beta, \gamma)=d_{i j k} \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\beta)} \epsilon_{k}^{(\gamma) *} \tag{22b}
\end{align*}
$$

and the $b, c$ are normalization coefficients, independent of $\alpha, \beta, \gamma$. From Eqs. (22), we see that the coefficients $f(\alpha, \beta, \gamma), d(\alpha, \beta, \gamma)$ may be given as linear combinations of the $f_{i j k}, d_{i j k}$, respectively, using the transformation vectors $\epsilon_{i}^{(\alpha)}$. By Eqs. (21), we see that the coefficients $f(\alpha, \beta, \gamma), \quad d(\alpha, \beta, \gamma)$, are also given explicitly by Eqs. (17) and (18). Note that $f, d$ are real.

The $f, d$ coefficients in the spherical basis are precisely the Wigner coefficients coupling $(N) \otimes(N)=$ $2(N)+\cdots$. According to Stone, ${ }^{10}$ the matrix elements of the spherical vectors, taken between states of the regular representation, may be expressed in terms of the structure constants of the algebra,

$$
\begin{gather*}
\langle\gamma| L^{(\alpha)}|\beta\rangle=\left[c^{(\beta)} / c^{(\gamma)}\right] c_{\alpha \beta}^{\gamma}  \tag{23}\\
(\beta, \gamma \text { not summed }),
\end{gather*}
$$

where $c_{\alpha \beta}^{\gamma}=2 b f(\alpha, \beta, \gamma)$ are the structure constants. Equation (23) follows from the fact that the infinitesimal operators are also tensor operators. Since Hermitian, the matrix elements satisfy the relation

$$
\begin{equation*}
\langle\gamma| L^{(-\alpha)}|\beta\rangle(-1)^{Q_{\alpha}}=\langle\beta| L^{(\alpha)}|\gamma\rangle^{*} . \tag{24}
\end{equation*}
$$

We then have the result

$$
\begin{equation*}
|c(\beta)|^{2} /|c(\gamma)|^{2}=g_{\gamma,-\gamma} / g_{\beta,-\beta}(-1)^{Q_{\alpha}}, \tag{25}
\end{equation*}
$$

where $g_{u v}$ is the metric $g_{u v}=c_{\mu \alpha}^{\beta} c_{v \beta}^{\chi}$. Using Eqs. (8) and (15), we may evaluate the metric

$$
g_{\mu v}=(-1)^{Q_{\mu} \delta_{\mu,-v}}(2 b)^{2}
$$

Since $(-1)^{Q_{\alpha}+Q_{\beta}-Q_{\gamma}}=+1$, from the definition Eq. (13d) and the fact that $\alpha, \beta, \gamma$ satisfy the triangle relations required by the commutation relations, Eq. (17), we see that $|c(\beta)|^{2}=|c(\gamma)|^{2}$, independent of $\beta, \gamma$. The ratio $c^{(\beta)} / c^{(\gamma)}$ is simply a phase which may be appropriately chosen. Choose the phase such that

$$
\begin{equation*}
\langle\gamma| L^{(\alpha)}|\beta\rangle=(-1)^{\omega} 2 b f(\alpha, \beta, \gamma) \tag{26a}
\end{equation*}
$$

where
$(-1)^{\omega}= \begin{cases}+1 & \text { if } \alpha, \beta, \gamma= \pm 1, \cdots, \pm m / 2 \\ -1 & \text { if } \alpha, \beta \text { or } \gamma=m+1, \cdots, N .\end{cases}$
This is the requirement that

$$
\begin{equation*}
\langle\gamma| L^{(1 j)}|\beta\rangle \geq 0, \quad j=2, \cdots, n, \tag{27}
\end{equation*}
$$

an immediate generalization of the Condon-Shortley ${ }^{22}$ phase convention for $S U(2)$ and the Biedenharn ${ }^{18}$ phase convention for $S U(3)$. The fact that Eq. (27) follows from the definitions Eq. (26) and (13d) is shown in Appendix B.

According to the Wigner-Eckart theorem,

$$
\langle\gamma| L^{(\alpha)}|\beta\rangle=\sum_{\rho=1,2}\left(\begin{array}{ccc}
N & N & N  \tag{28}\\
\alpha & \beta & \gamma
\end{array}\right)_{\rho}\langle\|N\|\rangle_{\rho},
$$

where the first factor in the sum is the Wigner coefficient and the second factor is the reduced matrix element, independent of the row labels $\alpha, \beta, \gamma$. The conventional choice ${ }^{23}$ is to take $\langle\|N\|\rangle_{2}=0$. Then the Wigner coefficient is given directly by the matrix element of the generators,

$$
\left(\begin{array}{lll}
N & N & N  \tag{29}\\
\alpha & \beta & \gamma
\end{array}\right)_{1}\langle\|N\|\rangle_{1}=2 b f(\alpha, \beta, \gamma)(-1)^{\omega} .
$$

Using Eqs. (15) and (8), we have

$$
\begin{align*}
& \sum_{\alpha \beta} f(\alpha, \beta, \gamma) f\left(\alpha, \beta, \gamma^{\prime}\right)=\delta_{\gamma \gamma^{\prime}},  \tag{30a}\\
& \sum_{\alpha \beta} d(\alpha, \beta, \gamma) d\left(\alpha, \beta, \gamma^{\prime}\right)=\delta_{\gamma \gamma^{\prime}},  \tag{30b}\\
& \sum_{\alpha \beta} f(\alpha, \beta, \gamma) d\left(\alpha, \beta, \gamma^{\prime}\right)=0, \tag{30c}
\end{align*}
$$

providing the normalizations $b, c$ are chosen ${ }^{24}$

$$
\begin{equation*}
(2 b)^{2}=a_{f}, \quad(2 c)^{2}=a_{d} \tag{31}
\end{equation*}
$$

Since the coefficient $f(\alpha, \beta, \gamma)$ is orthogonal and normalized to unity, we see from Eq. (29) that $f(\alpha, \beta, \gamma)$ is exactly the Wigner coefficient (apart from the phase factor which is required because of our phase convention). The second set of Wigner coefficients is determined by the fact that it must be orthogonal to the first set and normalized to unity. Up to an over-all phase, this is sufficient to completely determine this coefficient. ${ }^{25}$

Equations (17), (18) and (21), and the phase conventions, completely determine the coefficients $f(\alpha, \beta, \gamma), d(\alpha, \beta, \gamma)$. The particular association of the ordered pairs $\alpha=(i j)$ with the physical states is determined by Eq. (20c) and Table I.

[^40]
## B. Symmetry Relations

1. Exchange States 1, 2. The relations

$$
\begin{align*}
& f(\alpha, \beta, \gamma)=-f(\beta, \alpha, \gamma)  \tag{32}\\
& d(\alpha, \beta, \gamma)=d(\beta, \alpha, \gamma)
\end{align*}
$$

follow directly from Eqs. (22).
2. Exhange States 1,3 .

$$
\begin{aligned}
& b f(\alpha, \beta, \gamma)= i \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\beta)}(-1)^{Q} \epsilon_{k}^{(-\gamma)} f_{i j k} \\
& \quad \text { using Eq. (14), } \\
&=-i \epsilon_{i}^{(-\gamma)} \epsilon_{j}^{(\beta)} \epsilon_{k}^{(\alpha)}(-1)^{Q} \gamma_{i j k} \\
& \quad \quad \text { exchanging } i, k,
\end{aligned}
$$

$$
\begin{aligned}
b f(-\gamma, \beta,-\alpha) & =-i \epsilon_{i}^{(\alpha)} \epsilon_{j}^{(\beta)} \epsilon_{k}^{(-\gamma)} f_{i j k}(-1)^{Q-\alpha} \\
& =-(-1)^{Q-\alpha+Q-\gamma} f(\alpha, \beta, \gamma)
\end{aligned}
$$

using Eq. (14).
Hence, under the exchange of states 1,3 ,

$$
\begin{align*}
& f(-\gamma, \beta,-\alpha)=-(-1)^{Q_{\beta}} f(\alpha, \beta, \gamma) \\
& d(-\gamma, \beta,-\alpha)=(-1)^{Q_{\beta}} d(\alpha, \beta, \gamma) \tag{33}
\end{align*}
$$

since $(-1)^{Q_{-\alpha}+Q_{-\gamma}}=(-1)^{Q_{\beta}}$.

## 3. Complex Conjugation.

$b f(\alpha, \beta, \gamma)=b f^{*}(\alpha, \beta, \gamma), \quad$ because $f$ is real,

$$
\begin{aligned}
& =-i \epsilon_{i}^{(\alpha) *} \epsilon_{j}^{(\beta) *} \epsilon_{k}^{(\gamma)} f_{i j k} \\
& =(-1)(-1)^{Q_{\alpha}+Q_{\beta}-Q_{\gamma} \epsilon_{i}^{(-\alpha)} \epsilon_{j}^{(-\beta)}\left(\epsilon_{k}^{(-\gamma)}\right)^{*} f_{i j k}}
\end{aligned}
$$ using Eq. (14).

Hence,

$$
\begin{align*}
f(-\alpha,-\beta,-\gamma) & =-f(\alpha, \beta, \gamma),  \tag{34}\\
d(-\alpha,-\beta,-\gamma) & =d(\alpha, \beta, \gamma),
\end{align*}
$$

since $(-1)^{Q_{\alpha}+Q_{\beta}-Q_{\gamma}}=+1$.

## IV. PRODUCTS OF GELL-MANN MATRICES

Notation: Let

$$
\begin{align*}
(\alpha \beta \gamma)_{r} & = \begin{cases}f(\alpha, \beta, \gamma) & r=1 \\
d(\alpha, \beta, \gamma) & r=2,\end{cases}  \tag{35}\\
a_{(r)} & = \begin{cases}a_{f} & r=1 \\
a_{d} & r=2,\end{cases} \tag{36}
\end{align*}
$$

and finally, let

$$
C_{k}^{(r)}= \begin{cases}F_{k} & r=1  \tag{37}\\ D_{k} & r=2 .\end{cases}
$$

Note, from Eq. (37), that

$$
\begin{equation*}
\left(C_{k}^{(r)}\right)^{*}=\left(C_{k}^{(r)}\right)^{T}=(-1)^{r} C_{k}^{(r)} \tag{38}
\end{equation*}
$$

Using Eqs. (35) and (37), we may put Eq. (22) in the short-hand form

$$
\begin{equation*}
\left(C_{i}^{(r)}\right)_{j k}=\left(a_{(r)}\right)^{\frac{1}{2}} \epsilon_{i}^{\left(v_{1}\right)} \epsilon_{j}^{\left(v_{2}\right)^{*} *} \epsilon_{k}^{\left(v_{3}\right)}\left(v_{1} v_{2} v_{3}\right)_{r} \tag{39}
\end{equation*}
$$

Consider the product

$$
\begin{align*}
\left(C_{m}^{\left(r_{1}\right)} C_{i}^{\left(r_{2}\right)} C_{m}^{\left(r_{3}\right)}\right)_{j k} & =\alpha\left(F_{i}\right)_{j k}+\beta\left(D_{i}\right)_{j k}  \tag{40a}\\
& =\alpha\left(r, r_{i}\right)\left(C_{i}^{(r)}\right)_{j k}, \tag{40b}
\end{align*}
$$

where $\alpha\left(1, r_{i}\right) \equiv \alpha, \alpha\left(2, r_{i}\right) \equiv \beta$. Multiply Eq. (40a) by $C_{i}^{(r)}$ and sum $i$,

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\left(N a_{(r)}\right)^{-1} \operatorname{Tr}\left(C_{i}^{(r)} C_{m}^{\left(r_{1}\right)} C_{i}^{\left(r_{2}\right)} C_{m}^{\left(r_{3}\right)}\right) \tag{41}
\end{equation*}
$$

( $r$, not summed). Equation (41) expresses the coefficients $\alpha\left(r, r_{i}\right)$ as a trace of a product of four $C_{r}^{(k)}$. The coefficients $\alpha\left(r, r_{i}\right)$ are functions of $r, r_{1}, r_{2}, r_{3}$, and the order of the indices $m, i, m$, and not a function of the row or column labels of the matrices. The coefficients are therefore similar in construction to the $6-j$ symbols. To see this more clearly, we may express $\alpha\left(r, r_{i}\right)$ as a function of Wigner coefficients.

Using Eq. (39), we have

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\frac{\prod_{i=1}^{3}\left(a_{\left(r_{i}\right)}\right)^{\frac{1}{2}}}{N\left(a_{(r)}\right)^{\frac{1}{2}}} \sum_{v_{i}} f_{v_{i}} \prod_{k=1}^{4}(\text { W.C. })_{k} \tag{42a}
\end{equation*}
$$

where

$$
\begin{equation*}
\prod_{k=1}^{4}(\text { W.C. })_{k}=\left(v_{1} v_{2} v_{3}\right)_{r}\left(v_{4} v_{5} v_{6}\right)_{r_{1}}\left(v_{7} v_{8} v_{9}\right)_{r_{2}}\left(v_{10} v_{11} v_{12}\right)_{r_{3}} \tag{42b}
\end{equation*}
$$

and

$$
\begin{align*}
& f_{v_{i}}=\sum_{\alpha_{k} i, m}\left(\epsilon_{\alpha_{1}}^{\left(v_{1}\right)} \epsilon_{\alpha_{2}}^{*}\left(v_{2}\right) * \epsilon_{i}^{\left(v_{3}\right)}\right)\left(\epsilon_{\alpha_{2}}^{\left(v_{1}\right)^{2}} \epsilon_{\alpha_{3}}^{\left(v_{5}\right)^{*}} \epsilon_{m}^{\left(v_{v_{6}}\right)}\right) \\
& \times\left(\epsilon_{\alpha_{3}}^{\left(v_{7}\right)^{*}} \epsilon_{\alpha_{4}}^{\left(v_{8}\right) *} \epsilon_{i}^{\left(v_{g}\right)}\right)\left(\epsilon_{\alpha_{4}}^{\left(v_{1}\right)} \epsilon_{\alpha_{1}}^{\left(v_{11}\right) *} \epsilon_{m}^{\left(v_{12}\right)}\right) . \tag{42c}
\end{align*}
$$

The summation indices $\alpha_{i}$ are the row, column indices of the matrices $C_{i}^{(r)}$. Employing the orthogonality relations, Eq. (15c), $f_{v_{i}}$ may be written

$$
\begin{equation*}
f_{v_{i}}=\delta_{v_{1},-v_{11}} \delta_{v_{2},-v_{1}} \delta_{v_{5},-v_{7}} \delta_{v_{8},-v_{10}} \delta_{v_{3},-v_{9}} \delta_{v_{6},-v_{12}}(-1)^{\phi}, \tag{43a}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=-\nu_{1}-\nu_{2}-\nu_{5}-\nu_{8}+\nu_{3}+\nu_{6}, \tag{43b}
\end{equation*}
$$

and we have defined $(-1)^{v} \equiv(-1)^{Q_{v}}$. Equation (42a) then becomes

$$
\begin{align*}
\alpha\left(r, r_{i}\right)= & \frac{\prod_{i=1}^{3}\left(a_{\left(r_{i}\right.}\right)^{\frac{1}{2}}}{N\left(a_{r}\right)^{\frac{1}{2}}} \sum_{v_{i}}\left(v_{1} \nu_{2} v_{3}\right)_{r}\left(-v_{2} \nu_{5}-v_{3}\right)_{r_{1}} \\
& \times\left(-v_{5} \nu_{8} v_{9}\right)_{r_{2}}\left(-v_{8}-v_{1}-v_{9}\right)_{r_{3}}(-1)^{\phi} . \tag{44}
\end{align*}
$$

Using the triangle conditions on the Wigner coefficients, the symmetry relations and renaming the indices, we have

$$
\begin{array}{r}
\alpha\left(r, r_{i}\right)=\frac{\prod_{i=1}^{3}\left(a_{\left(r_{i}\right)}\right)^{\frac{1}{2}}}{N\left(a_{r}\right)^{\frac{1}{2}}}(-1)^{r_{1}+r_{2}} \sum_{v_{i}}\left(v_{1} v_{2} v_{12}\right)_{r}\left(v_{12} v_{3}\right)_{r_{2}} \\
\times\left(v_{1} v_{3} v_{13}\right)_{r_{3}}\left(v_{13} v_{2} v_{r_{1}},\right. \tag{45a}
\end{array}
$$

or

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\prod_{i=1}^{3}\left(a_{\left(r_{c}\right)}\right)^{\frac{1}{2}}(-1)^{r_{1}+r_{2}}\left(a_{(r)}\right)^{-\frac{1}{2}} N[6-j] \tag{45b}
\end{equation*}
$$

where $[6-j]$ is the $6-j$ coefficient which relates the coupling schemes

$$
\begin{aligned}
& {\left[\left(\left(N_{1}\right) \times\left(N_{2}\right)\right)_{r} \times\left(N_{3}\right)\right]_{r_{2}}} \\
& {\left[\left(\left(N_{1}\right) \times\left(N_{3}\right)\right)_{r_{3}} \times\left(N_{2}\right)\right]_{r_{1}}}
\end{aligned}
$$

as can be seen directly from Eq. (45a). If the coefficients $\alpha\left(r, r_{i}\right)$ are known, then Eq. (45b) determines the $6-j$ coefficients for $S U(n)$. The coefficients are calculated in Appendix A, and given in Table I. For the case $S U(3)$, Eq. (45b) gives the crossing matrices determined by de Swart. ${ }^{26}$ Crossing matrices for $S U(n)^{27}$ and semisimple Lie groups, ${ }^{28}$ have been discussed by other authors.

Higher-order products of matrices of the regular representation may similarly be expressed in terms of a trace of a product of matrices, and then as a product of Wigner coefficients. Consider,

Then,

$$
\begin{equation*}
\alpha\left(r, r_{j}\right)=\left(N a_{(r)}\right)^{-1} \operatorname{Tr}\left(C_{i}^{(r)} C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{i}^{\left(r_{3}\right)} C_{\mu_{1}}^{\left(r_{4}\right)} C_{\mu_{2}}^{\left(r_{5}\right)}\right) \tag{47}
\end{equation*}
$$

with $r$, not summed. Using Eq. (41), this may be expressed in terms of Wigner coefficients,

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\frac{\prod_{i=1}^{5}\left(a_{r_{i}}\right)^{\frac{1}{2}} \cdot N^{5}}{\left(a_{r}\right)^{\frac{1}{2}}}\left[\frac{1}{N^{6}} \sum_{v_{i}}(-1)^{\phi} \prod_{k=1}^{6}(\mathrm{~W} . \mathrm{C} .)_{k}\right], \tag{48a}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=-\nu_{1}-\nu_{2}-\nu_{5}-\nu_{8}-\nu_{11}-\nu_{14}+\nu_{3}+\nu_{6}+\nu_{9}, \tag{48b}
\end{equation*}
$$

and

$$
\begin{align*}
\prod_{k=1}^{6}(\mathrm{~W} . \mathrm{C} .)_{k}= & \left(\nu_{1} \nu_{2} v_{3}\right)_{r}\left(-\nu_{2} \nu_{5} \nu_{6}\right)_{r_{1}}\left(-v_{5} \nu_{8} \nu_{9}\right)_{r_{2}} \\
& \times\left(-v_{8} v_{11}-\nu_{3}\right)_{r_{3}}\left(-v_{11} v_{14}-v_{6}\right)_{r_{4}} \\
& \times\left(-\nu_{14}-\nu_{1}-v_{9}\right)_{r_{5}} \tag{48c}
\end{align*}
$$

The term in brackets in Eq. (48a) is, within a phase, the $9-j$ coefficient for $S U(n)$. Renaming the indices,

[^41]and using the symmetry relations, we find that the term in brackets is the $9-j$ coefficient which relates the coupling schemes
\[

$$
\begin{align*}
& {[]=(-1)^{r_{3}+r_{4} 9-j}\left\{\begin{array}{l}
{\left[(1 \times 2)_{r} \times(3 \times 4)_{r_{1}}\right]_{r_{3}}} \\
{\left[(1 \times 4)_{r_{5}} \times(2 \times 3)_{r_{1}}\right]_{r_{2}}}
\end{array}\right\},}  \tag{49a}\\
& {[]=(-1)^{r_{1}+r_{3}+r_{5} 9-j}\left\{\begin{array}{l}
{\left[\left[(1 \times 2)_{r} \times 3\right]_{r_{3}} \times 4\right]_{r_{2}}} \\
{\left[\left[(1 \times 4)_{r_{5}} \times 3\right]_{r_{4}} \times 2\right]_{r_{2}}}
\end{array}\right\} .} \tag{49b}
\end{align*}
$$
\]

The coefficients for the product of five matrices, Eq. (46), are given in Table II.

The product

$$
\begin{equation*}
C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{i}^{\left(r_{3}\right)} C_{\mu_{2}}^{\left(r_{1}\right)} C_{\mu_{1}}^{\left(r_{5}\right)}=\alpha\left(r, r_{i}\right) C_{i}^{(r)} \tag{50}
\end{equation*}
$$

with the last two indices $\mu_{1}, \mu_{2}$ reversed, compared to the product, Eq. (46), may easily be evaluated using the relations of Table I for the third-order product. They are not reproduced here. The product Eq. (46) is, within the same factors given in Eq. (48a), the $9-j$ coefficient which relates the coupling schemes

$$
\begin{align*}
& {[]=(-1)^{r_{3}+r_{4} 9-j}\binom{\left[(1 \times 2)_{r} \times(3 \times 4)_{r_{4}}\right]_{r_{3}}}{\left[\left[(1 \times 4)_{r_{5}} \times 2\right]_{r_{1}} \times 3\right]_{r_{2}}},}  \tag{51a}\\
& {[]=(-1)^{r_{2}+r_{3} 9_{-j} j}\left(\begin{array}{l}
{\left[\left[(1 \times 2)_{r} \times 3\right]_{r_{3}} \times 4\right]_{r_{2}}} \\
{\left[\left[(4 \times 2)_{r_{2}} \times 1\right]_{r_{5}} \times 3\right]_{r_{4}}}
\end{array}\right\} .} \tag{51b}
\end{align*}
$$

The other possible fifth-order matrix products, $C_{u_{1}} C_{i} C_{u_{2}} C_{u_{1}} C_{u_{2}}, \quad C_{u_{1}} C_{i} C_{u_{1}} C_{u_{2}} C_{u_{2}}, \quad C_{u_{1}} C_{i} C_{u_{2}} C_{u_{2}} C_{u_{1}}$, $C_{i} C_{u_{1}} C_{u_{2}} C_{u_{2}} C_{u_{1}}$ may also be evaluated from the third-order results.
Finally, the $12-j$ coefficients are given in Table III, and arise from the matrix products

$$
\begin{gather*}
C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{\mu_{3}}^{\left(r_{3}\right)} C_{i}^{\left(r_{4}\right)} C_{\mu_{1}}^{\left(r_{5}\right)} C_{\mu_{2}}^{\left(r_{0}\right)} C_{\mu_{3}}^{\left(r_{3}\right)}=\alpha\left(r, r_{i}\right) C_{i}^{(r)}, \\
\alpha\left(r, r_{i}\right)=\left(N a_{(r)}\right)^{-1} \operatorname{Tr}\left(C_{i}^{(r)} C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{\mu_{3}}^{\left(r_{3}\right)} C_{i}^{\left(r_{i}\right)}\right.  \tag{52}\\
\left.\times C_{\mu_{1}}^{\left(r_{3}\right)} C_{\mu_{2}}^{\left(r_{5}\right)} C_{\mu_{3}}^{\left(r_{3}\right)}\right) .
\end{gather*}
$$

The coefficients $\alpha\left(r, r_{i}\right)$, in terms of Wigner symbols, may be written

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\frac{\prod_{i=1}^{7}\left(a_{\left(r_{i}\right)}\right)^{\frac{1}{2}}}{N\left(a_{(r)}\right)^{\frac{1}{2}}}\left[\sum_{v_{t}}(-1)^{\phi} \prod_{k=1}^{8}(\text { W.C. })_{k}\right], \tag{53}
\end{equation*}
$$

where

$$
\begin{aligned}
(-1)^{\Phi}=-\nu_{1}-\nu_{2} & -\nu_{5}-\nu_{8}-\nu_{11}-\nu_{14} \\
& -\nu_{17}-\nu_{20}+\nu_{3}+\nu_{6}+\nu_{9}+\nu_{12}
\end{aligned}
$$

and

$$
\begin{aligned}
\prod_{k=1}^{8}(\text { W.C. })_{k}= & \left(\nu_{1} v_{2} v_{3}\right)_{r}\left(-v_{2} v_{5} \nu_{6}\right)_{r_{1}}\left(-v_{5} \nu_{8} v_{9}\right)_{r_{2}} \\
& \times\left(-v_{8} v_{11} v_{12}\right)_{r_{3}}\left(-v_{11} \nu_{14}-v_{3}\right)_{r_{4}}\left(-v_{11} v_{17}-v_{6}\right)_{r_{5}} \\
& \times\left(-v_{17} \nu_{20}-v_{9}\right)_{r_{6}}\left(-v_{20}-v_{1}-v_{12}\right)_{r_{7}} .
\end{aligned}
$$

The bracket in Eq. (53), times the factor $(N)^{-8}$ is the $12-j$ coefficient which relates the various ways the product of five regular representations may be coupled to yield the regular representation, as may be seen by appropriately relabelling the summation indices $v_{i}$, and using the symmetry relations of the Wigner coefficients.
The product

$$
\begin{equation*}
\left(C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{\mu_{3}}^{\left(r_{3}\right)} C_{i}^{\left(r_{5}\right)} C_{\mu_{3}}^{\left(r_{5}\right)} C_{\mu_{2}}^{\left(r_{5}\right)} C_{\mu_{1}}^{\left(r_{2}\right)}\right) \tag{54}
\end{equation*}
$$

may easily be evaluated from the third-order results. All other products of seven matrices may be reduced to Eqs. (52) or Eq. (54) plus a term which is of fifth order in the matrix products. For example, consider the product

$$
\begin{aligned}
M_{i} & =C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{\mu_{3}}^{\left(r_{3}\right)} C_{i}^{\left(r_{4}\right)} C_{\mu_{1}}^{\left(r_{5}\right)} C_{\mu_{3}}^{\left(r_{6}\right)} C_{\mu_{2}}^{\left(r_{7}\right)} \\
& =C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{\mu_{3}}^{\left(r_{3}\right)} C_{i}^{\left(r_{4}\right)} C_{\mu_{1}}^{\left.r_{5}\right)}\left[C_{\mu_{3}}^{\left(r_{6}\right)}, C_{\mu_{2}}^{\left(r_{2}\right)}\right]+\alpha\left(r, r_{i}\right) C_{i}^{(r)},
\end{aligned}
$$

using Eq. (52), the $\alpha\left(r, r_{i}\right)$ known from Table III.

$$
\begin{aligned}
M_{i}=\frac{1}{2} C_{\mu_{1}}^{\left(r_{1}\right)}\left[C_{\mu_{2}}^{\left(r_{2}\right)}, C_{\mu_{3}}^{\left(r_{2}\right)}\right] C_{i}^{\left(r_{4}\right)} C_{\mu_{1}}^{\left(r_{5}\right)}\left[C_{\mu_{3}}^{\left(r_{6}\right)},\right. & \left.C_{\mu_{2}}^{\left(r_{7}\right)}\right] \\
& +\alpha\left(r, r_{i}\right) C_{i}^{(r) .}
\end{aligned}
$$

The first term may be reduced to the product of five matrices using the commutation results, Eqs. (A2), (A4), (A6), and the orthogonality relations, Eq. (8). These products provide other $12-j$ coefficients; the coupling schemes related by such coefficients may be found in the same manner as above.

Three features of the tables should be noted. The product of 3,5 , or 7 matrices of the regular representation, summed (as in the Tables) so as to leave one index free, yields an $F_{i}$ or $D_{i}$, but not both. Thus, of the $2^{4}=16$ possible $6-j$ coefficients for the product Eq. (40a), we have only half that number, eight, which are nonzero. Similarly, there are $2^{5}=32$ possible $9-j$ coefficients for a given ordering of the indices in the product of five matrices, and $2^{7}=128$ $12-j$ coefficients for the product of seven matrices, as given in the Tables. Further, an odd number of $F$ 's in the product always yields an $\alpha F_{i}$, and an even number of $F$ 's (an odd number of $D$ 's) always yields a $\beta D_{i}$. Finally, note that the coefficients $\alpha, \beta$ are always real. These results hold not only for the products in the tables, but for any permutation of the indices of the products in the tables.

Moreover, these results actually hold for a general product of Gell-Mann matrices $F_{i}, D_{i}$, and are a consequence of the charge conjugation properties of the regular representation matrices, as we now show. Consider the product

$$
\begin{align*}
M_{i} & =C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} \cdots C_{\mu_{p}}^{\left(r_{p}\right)} C_{i}^{\left(r_{p+1}\right)} C_{\left.\mu_{1^{\prime}}+2\right)}^{\left(r_{p^{\prime}}\right)} \cdots C_{\mu_{p^{\prime}}}^{\left(r_{2+1}\right)} \\
& =\alpha F_{i}+\beta D_{i}=\alpha\left(r, r_{i}\right) C_{i}^{(r)} \tag{55}
\end{align*}
$$

where $\mu_{i}^{\prime} \cdots \mu_{p}^{\prime}$ is a permutation of the indices $\mu_{1} \cdots \mu_{p}$; or

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\left(N a_{(r)}\right)^{-1} \operatorname{Tr}\left(C_{i}^{(r)} M_{i}\right) . \tag{56}
\end{equation*}
$$

Take the complex conjugate of Eq. (54),

$$
\begin{equation*}
\alpha^{*}\left(r, r_{i}\right)=(-1)^{\theta} \alpha\left(r, r_{i}\right), \tag{57}
\end{equation*}
$$

where $\theta=r+r_{1}+\cdots+r_{2 p+1}$, using Eq. (38). Employing Eq. (39), we may express Eq. (56) in terms of Wigner coefficients

$$
\begin{equation*}
\alpha\left(r, r_{i}\right)=\frac{\prod_{i=1}^{2 p+1}\left(a_{r_{i}}\right)^{\frac{1}{2}}}{N\left(a_{r}\right)^{\frac{1}{2}}} \sum_{v_{i}} f_{v_{i}} \prod_{k=1}^{2 p+2}(\mathrm{~W} . \mathrm{C} .)_{k}, \tag{58a}
\end{equation*}
$$

where

$$
\begin{aligned}
& f_{v_{i}}=\sum_{\alpha_{j}, \mu_{k}, i}\left(\epsilon_{\alpha_{1}}^{\left(v_{1}\right)^{*}} \epsilon_{\alpha_{2}}^{\left(v_{2}\right)^{*}} \epsilon_{i}^{\left(v_{3}\right)}\right)
\end{aligned}
$$

and where the $\alpha_{j}$ are the row and column labels on the matrices $C_{k}^{\left(r_{1}\right)}$ appearing in Eq. (56) [and Eq. (55)], and $i \mu_{1} \cdots \mu_{p} i \mu_{1}^{\prime} \cdots \mu_{p}^{\prime}$ are the subindices appearing in Eq. (55). We note that because Eq. (56) is the trace, to each $\epsilon_{\alpha_{i}}^{\left(\nu_{k}\right)^{*}}$, there exists an $\epsilon_{\alpha_{i}}^{\left(\mathrm{v}_{i}^{\prime}\right)^{*}}$, summed on $\alpha_{i}$. However,

$$
\epsilon_{x_{i}}^{\left(v_{k}\right) *} \epsilon_{a_{i}}^{\left(v_{k^{\prime}}\right)^{*}}=\delta_{v_{k_{k}}-v_{k}}(-1)^{\left(-v_{k}\right)},
$$

using Eq. (18c). Further, to each $\epsilon_{\mu_{s}}^{\left(v_{k}\right)}$, there exists an $\epsilon_{\mu r^{\prime}}^{\left(v r^{\prime}\right)}$, where $\mu_{r}^{\prime}=\mu_{s}$ because $\mu_{1}^{\prime} \cdots \mu_{p}^{\prime}$ is only a permutation of the indices $\mu_{1} \cdots \mu_{p}$. Summed on $\mu_{s}$, we have

$$
\epsilon_{\mu_{s}}^{\left(v_{s_{k}} \epsilon_{\mu_{s}}^{\left(v_{k^{\prime}}\right)} \delta_{v_{k},-v_{k}}\right.} .(-1)^{v_{k}} .
$$

Finally, to $\epsilon_{i}^{\left(v_{3}\right)}$, there exists an $\epsilon_{i}^{v_{3 D+6}}$, summed on $i$. Hence, $f_{v_{i}}$ is a product of Kronecker deltas times a real phase $(-1)^{\phi}$. Since the Wigner coefficients are real [see Eqs. (17) and (18)], the coefficients $\alpha\left(r, r_{i}\right)$ are real; $\alpha^{*}\left(r, r_{i}\right)=\alpha\left(r, r_{i}\right)$. This says the phase $(-1)^{\phi}=$ +1 , and $\theta$ must be even. If $r_{1}+\cdots+r_{2 p+1}$ is even, $r$ is even; if $r_{1}+\cdots+r_{2 p+1}$ is odd, $r$ is odd. We have the result then that an even number of $F$ 's in the product, Eq. (55), yields a $\beta D_{i}$ and an odd number of $F$ 's in the product yields an $\alpha F_{i}$, where $\alpha, \beta$ are real. This proof does not depend on the order of the
subindices in Eq. (55), only that to each $C_{\mu_{k}}^{\left(r_{s}\right)}$, there exists a partner $C_{\mu_{m}}^{\left(r_{r}\right)}$ (or $\left.C_{\mu_{m}}^{\left(r_{r}\right)}\right)=C_{\mu_{m}}^{\left(r_{m}\right)}$, summed on $\mu_{k}$. Further $C_{i}$ may be placed anywhere in the product and the result still holds.

From the charge conjugation symmetry property of the Wigner coefficients, Eq. (38), the proof may be carried through using the Wigner coefficients instead of the matrices $C_{k}^{(v s)}$. The above result shows that in any ( $3 p$ ) $-j$ coefficient there must be an even number of antisymmetric Wigner coefficients which occur in the product of $2 p$ Wigner coefficients in the ( $3 p$ )- $j$ symbol.

## APPENDIX A: CALCULATION OF MATRIX PRODUCTS

From Eq. (2a), defining the Lie algebra, and the definition $\left(F_{i}\right)_{i k}=-i f_{i j k}$, we obtain from the first Jacobi identity

$$
\begin{equation*}
\left[\left[\lambda_{i}, \lambda_{j}\right], \lambda_{k}\right]+\left[\left[\lambda_{j}, \lambda_{k}\right], \lambda_{i}\right]+\left[\left[\lambda_{k}, \lambda_{i}\right], \lambda_{j}\right]=0 \tag{A1}
\end{equation*}
$$

the result

$$
\begin{equation*}
\left[F_{i}, F_{j}\right]=i f_{i j k} F_{k} . \tag{A2}
\end{equation*}
$$

From the second Jacobi identity

$$
\begin{equation*}
\left[\left\{\lambda_{i}, \lambda_{j}\right\}, \lambda_{k}\right]+\left[\left\{\lambda_{j}, \lambda_{k}\right\}, \lambda_{i}\right]+\left[\left\{\lambda_{k}, \lambda_{i}\right\} ; \lambda_{j}\right]=0 \tag{A3}
\end{equation*}
$$

and Eqs. (2) and ( $\left.D_{i}\right)_{j k}=d_{i j k}$, we have the commutation relations

$$
\begin{equation*}
\left[F_{i}, D_{j}\right]=\left[D_{i}, F_{j}\right]=i f_{i j k} D_{k}, \tag{A4}
\end{equation*}
$$

and the relations

$$
\begin{equation*}
D_{i} F_{j}+D_{j} F_{i}=F_{i} D_{j}+F_{j} D_{i}=d_{i j k} F_{k} \tag{A5}
\end{equation*}
$$

Since the coefficients $f_{i j k}$ are antisymmetric in all indices [see Eq. (3a)], the matrices $F_{i}$ are traceless. Further, since the trace of a commutator vanishes, we see from Eq. (A4) that the matrices $D_{i}$ must be traceless also.

From the identity

$$
\left[\lambda_{i},\left[\lambda_{j}, \lambda_{k}\right]\right]=\left\{\lambda_{k},\left\{\lambda_{i}, \lambda_{j}\right\}\right\}-\left\{\lambda_{j},\left\{\lambda_{i}, \lambda_{k}\right\}\right\}
$$

we have the commutation relation for the matrices $D_{i}$,

$$
\begin{equation*}
\left[D_{i}, D_{j}\right]_{m n}=i f_{i j k}\left(F_{k}\right)_{m n}+a\left(\delta_{m j} \delta_{n i}-\delta_{i m} \delta_{j n}\right) . \tag{A6}
\end{equation*}
$$

Finally, from the identity

$$
\begin{aligned}
{\left[\lambda_{j},\left[\lambda_{k}, \lambda_{i}\right]\right]-\left[\lambda_{i},\right.} & {\left.\left[\lambda_{i}, \lambda_{k}\right]\right]=\left\{\lambda_{i},\left\{\lambda_{j}, \lambda_{k}\right\}\right\} } \\
& +\left\{\lambda_{j},\left\{\lambda_{i}, \lambda_{k}\right\}\right\}-2\left\{\lambda_{k},\left\{\lambda_{i}, \lambda_{i}\right\}\right\}
\end{aligned}
$$

we obtain the anticommutation relations

$$
\begin{align*}
\left\{D_{i}, D_{j}\right\}_{m n}+\left\{F_{i}, F_{j}\right\}_{m n} & =2 a \delta_{i j} 1+2 d_{i j k}\left(D_{k}\right)_{m n} \\
& -a\left(\delta_{m j} \delta_{n i}+\delta_{m i} \delta_{n j}\right) . \tag{A7}
\end{align*}
$$

If we add Eqs. (A2), (A6), and (A7), we get for the sum of the products

$$
\begin{align*}
&\left(F_{i} F_{j}+D_{i} D_{j}\right)_{m n}=a \delta_{i j} 1+d_{i j k}\left(D_{k}\right)_{m n} \\
&+i f_{i j k}\left(F_{k}\right)_{m n}-a \delta_{i m} \delta_{j n} \tag{A8}
\end{align*}
$$

Equations (A2), (A4)-(A7) represent six linearly independent relations which can readily be obtained from the associativity condition

$$
\left(\lambda_{i} \lambda_{j}\right) \lambda_{k}=\lambda_{i}\left(\lambda_{j} \lambda_{k}\right)
$$

The six equations (A2), (A4)-(A7), are the only relations uniquely defined since the associativity condition provides only six relations. However, the products $F_{i} F_{j}, D_{i} D_{j}, F_{i} D_{j}, D_{i} F_{j}$, require eight relations, hence, they are not uniquely defined in the general case. The above relations are sufficient to evaluate the products of Gell-Mann matrices.

To begin, from Eq. (A6), we have

$$
\operatorname{Tr}\left(F_{i} D_{j} D_{k}\right)=\frac{1}{2} f_{i j m} \operatorname{Tr}\left(F_{m} F_{k}\right)+i a f_{i j k} .
$$

However, from Eq. (A4), we have

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} D_{j} D_{k}\right)=\frac{1}{2} f_{i j m} \operatorname{Tr}\left(D_{m} D_{k}\right) . \tag{A9}
\end{equation*}
$$

Subtracting these two equations, we obtain

$$
f_{i j m}\left[\operatorname{Tr}\left(F_{k} F_{m}\right)-\operatorname{Tr}\left(D_{k} D_{m}\right)\right]=2 a f_{i j k} .
$$

From Eq. (A8), it follows that

$$
f_{i j m}\left[\operatorname{Tr}\left(F_{k} F_{m}\right)+\operatorname{Tr}\left(D_{k} D_{m}\right)\right]=a(N-1) f_{i j k} .
$$

Combining these two equations, we find

$$
\begin{align*}
\operatorname{Tr}\left(F_{k} F_{m}\right) f_{i j m} & =a_{f} f_{i j k},  \tag{A10}\\
\operatorname{Tr}\left(D_{k} D_{m}\right) f_{i j m} & =a_{d} f_{i j k},
\end{align*}
$$

where $a_{f}=\frac{1}{2} a(N+1)$ and $a_{d}=\frac{1}{2} a(N-3)$. This implies, since it holds for all $i, j, k$, and since the matrices $F_{i}$ of the regular representation are independent, that

$$
\begin{align*}
\operatorname{Tr}\left(F_{i} F_{j}\right) & =a_{f} \delta_{i j},  \tag{A11}\\
\operatorname{Tr}\left(D_{i} D_{j}\right) & =a_{i d} \delta_{i j} .
\end{align*}
$$

To evaluate triple products of Gell-Mann matrices, let $C_{k}$ be defined as in Eq. (37). Then we may write

$$
\begin{align*}
\left(C_{m}^{\left(r_{1}\right)} C_{i}^{\left(r_{2}\right)} C_{m}^{\left(r_{3}\right)}\right)_{j k} & =\operatorname{Tr}\left(C_{i}^{\left(r_{2}\right)^{\prime} T} C_{j}^{\left(r_{1}\right)} C_{k}^{\left(r_{3}\right)}\right) \\
& =(-1)^{r_{2}} \operatorname{Tr}\left(C_{i}^{\left(r_{2}\right)} C_{j}^{\left(r_{1}\right)} C_{k}^{\left(r_{3}\right)}\right) . \tag{A12}
\end{align*}
$$

It is necessary, then, to evaluate traces of products of matrices of the regular representation. From Eqs. (A11) and (A2),

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{j} F_{k}\right)=\frac{1}{2} a_{f} f_{i j k} \tag{A13}
\end{equation*}
$$

From Eqs. (A9) and (A2),

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} D_{j} D_{k}\right)=\frac{1}{2} a_{d} f_{i j k} . \tag{A14}
\end{equation*}
$$

Table I. States, weights of the $S U(n)$ regular representation.


Using Eq. (A4), it may be shown that

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} D_{j} D_{k}\right)=\operatorname{Tr}\left(D_{i} F_{j} D_{k}\right)=\operatorname{Tr}\left(D_{i} D_{j} F_{k}\right), \tag{A15}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{j} D_{k}\right)=\operatorname{Tr}\left(F_{i} D_{j} F_{k}\right)=\operatorname{Tr}\left(D_{i} F_{j} F_{k}\right) . \tag{A16}
\end{equation*}
$$

Then, Eqs. (A13), (A14), and (A10) taken together, yield

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} F_{j} F_{k}\right)=\frac{1}{2} a_{f} d_{i j k} . \tag{A17}
\end{equation*}
$$

Finally, from Eq. (A8), we have

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{j} D_{k}\right)+\operatorname{Tr}\left(D_{i} D_{j} D_{k}\right)=\frac{1}{2} a(N-5) d_{i j k} . \tag{A18}
\end{equation*}
$$

Using Eqs. (A16) and (A17), we obtain

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} D_{j} D_{k}\right)=\frac{1}{2} b_{d} d_{i j k}, \tag{A19}
\end{equation*}
$$

where $b_{d}=\frac{1}{2} a(N-11)$. From the above trace equations and (A12), we get the results of Table I.

The products of five Gell-Mann matrices follow in a similar manner. The analog of Eq. (A12) is

$$
\begin{align*}
&\left.\left(C_{\mu_{1}}^{\left(r_{1}\right)} C_{\mu_{2}}^{\left(r_{2}\right)} C_{i}^{\left(r_{3}\right)} C_{\mu_{1}}^{\left(r_{4}\right)} C_{\mu_{2}}^{\left(r_{5}\right)}\right)_{j k}\right) \\
&=\operatorname{Tr}\left(C_{i}^{\left(r_{3}\right) T} C_{m}^{\left(r_{2}\right) T} C_{i}^{\left(r_{1}\right)} C_{n}^{\left(r_{5}\right)}\right)\left(C_{k}^{\left(r_{5}\right)}\right)_{m n} \\
&=\operatorname{Tr}\left(C_{i}^{\left(r_{1}\right) T} C_{m}^{\left(r_{2}\right) T} C_{k}^{\left(r_{5}\right)} C_{n}^{\left(r_{4}\right)}\right)\left(C_{i}^{\left(r_{3}\right)}\right)_{m n} \\
&=\operatorname{Tr}\left(C_{k}^{\left(r_{5}\right) T} C_{m}^{\left(r_{2}\right) T} C_{i}^{\left(r_{3}\right)} C_{k}^{\left(r_{4}\right)}\right)\left(C_{j}^{\left(r_{1}\right)}\right)_{m n} . \tag{A20}
\end{align*}
$$

Two quadratic relations are useful in obtaining the results of Table II:

$$
\begin{aligned}
& \operatorname{Tr}\left(F_{i} F_{j} F_{k} D_{m}\right)-\operatorname{Tr}\left(F_{j} F_{i} F_{k} D_{m}\right) \\
& \quad=\operatorname{Tr}\left(F_{i} F_{j} F_{k} D_{m}\right)+\operatorname{Tr}\left(F_{i} F_{j} D_{m} F_{k}\right)=\frac{1}{2} a_{f} f_{i j n} d_{n k m}
\end{aligned}
$$

using Eqs. (A4) and (A17). But, from Eqs. (A4) and (A17), we have

$$
\operatorname{Tr}\left(F_{i} F_{j} F_{k} D_{m}\right)-\operatorname{Tr}\left(F_{i} F_{j} D_{m} F_{k}\right)=\frac{1}{2} a_{f} f_{k m n} d_{i j n} .
$$

Adding these two equations gives the relation

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{j} F_{k} D_{m}\right)=\frac{1}{4} i a_{f}\left(f_{i j n} d_{n k m}+f_{k m n} d_{i j n}\right) . \tag{A21}
\end{equation*}
$$

In a similar manner, from Eqs. (A4), (A6), (A17), and (A19), we obtain the second relation

$$
\operatorname{Tr}\left(F_{i} D_{j} D_{k} D_{m}\right)=\frac{i}{4}\left(b_{d} f_{i j n} d_{n k m}+a_{f} f_{k m n} d_{i j n}\right)
$$

$$
\begin{equation*}
+\frac{1}{2} i a\left(f_{i m n} d_{j n k}-f_{i k n} d_{j n m}\right) \tag{A22}
\end{equation*}
$$

Using the above two relations, we may evaluate the trace terms as required by (A20). We note immediately that

$$
\begin{align*}
\operatorname{Tr}\left(F_{i} F_{m} F_{j} F_{n}\right) f_{k m n} & =0,  \tag{A23}\\
\operatorname{Tr}\left(D_{i} F_{m} D_{j} F_{n}\right) f_{k m n} & =0,  \tag{A24}\\
\operatorname{Tr}\left(F_{i} D_{m} F_{j} D_{n}\right) f_{k m n} & =0,  \tag{A25}\\
\operatorname{Tr}\left(D_{i} D_{m} D_{j} D_{n}\right) f_{k m n} & =0, \tag{A26}
\end{align*}
$$

because, in all these cases, the trace is symmetric with respect to the interchange of the indices $m, n$, whereas $f_{k m n}$ is antisymmetric. Further,

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{m} F_{j} D_{n}\right) f_{k m n}=0, \tag{A27}
\end{equation*}
$$

using Eqs. (A21) and (A16).

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{m} F_{j} D_{n}\right) d_{k m n}=0 \tag{A28}
\end{equation*}
$$

using Eqs. (A21) and (A15).

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{m} D_{j} F_{n}\right) f_{k m n}=0, \tag{A29}
\end{equation*}
$$

using Eqs. (A4), (A17), and (A21).

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{m} D_{j} F_{n}\right) d_{k m n}=0, \tag{A30}
\end{equation*}
$$

Table II. Third-order products.

$$
\begin{gathered}
\left(F_{m} F_{i} F_{m}\right)=\frac{1}{2} a_{f} F_{i} \\
F_{m} F_{i} D_{m}=D_{m} F_{i} F_{m}=-\frac{1}{2} a_{f} D_{i} \\
F_{m} D_{i} F_{m}=\frac{1}{2} a_{f} D_{i} \\
\left(F_{m} D_{i} D_{m}\right)=D_{m} D_{i} F_{m}=-\frac{1}{2} a_{d} F_{i} \\
D_{m} F_{i} D_{m}=\frac{1}{2} a_{d} F_{i} \\
D_{m} D_{i} D_{m}=\frac{1}{2} b_{d} D_{i} \\
a_{f}=\frac{1}{2} a(N+1), \quad a_{d}=\frac{1}{2} a(N-3), \quad b_{d}=\frac{1}{2} a(N-11)
\end{gathered}
$$

Table III. Fifth-order products. ${ }^{\text {a }}$
$\quad$ All products of $5 F^{\prime} s 4 F$ 's and $1 D, 3 F$ 's and $2 D$ 's are zero.
$D_{m} D_{n} D_{i} F_{m} F_{n}=D_{m} D_{n} F_{i} F_{m} D_{n}=0$
$D_{n} D_{n} F_{i} D_{m} F_{n}=D_{m} F_{n} D_{i} F_{m} D_{n}=a a_{f} D_{i}$
$D_{m} D_{n} D_{i} D_{m} F_{n}=D_{m} D_{n} F_{i} D_{m} D_{n}=0$
$D_{m} D_{n} D_{i} F_{m} D_{n}=a a_{d} F_{i}$
$D_{m} D_{n} D_{i} D_{m} D_{n}=-a c_{d} D_{i} \quad$ where $\quad \begin{gathered}c_{d}=a(N-9), \\ \quad a_{f}=\frac{1}{2} a(N+1)\end{gathered} \quad$ and $a_{d}=\frac{1}{2} a(N-3)$.
${ }^{\text {a }}$ Transpose of the products in the table give the remaining possible fifth-order products.
Table IV. Seventh-order products. ${ }^{\text {a }}$

$$
F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} F_{i} F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=a\left(\frac{1}{2} a\right)^{2}
$$

All products of $6 F$ 's, $1 D$ and $5 F$ 's, $2 D$ 's are zero.

$$
-D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}
$$

$$
=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=-D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=-D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}
$$

$$
=-F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=-D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}
$$

$$
=F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=-F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}
$$

$$
=-F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=-D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}
$$

$$
=-D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=-F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{1}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}
$$

$$
=F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=\frac{a}{4}\left(a_{f} a_{i}\right) F_{i}
$$

$$
\begin{aligned}
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=-\frac{a}{4}\left(a_{f} e_{a}\right) D_{i} \\
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} \\
& \quad \quad=D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=\frac{+a}{4}\left(a_{f} c_{d}\right) D_{i} \\
& \quad-D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=-D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} \\
& \quad \quad=F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=\frac{1}{2}(s)^{2} a_{f} D_{i} \\
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=\frac{1}{2} a a_{f} f_{a} D_{i}
\end{aligned}
$$

$$
\begin{aligned}
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=\frac{-a}{4}\left(a_{d} c_{d}\right) F_{i} \\
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=-\frac{1}{2}(a)^{2} a_{d} F_{i} \\
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=\frac{a}{4}\left(a_{d} c_{d}\right) F_{i} \\
& D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=D_{i \frac{1}{4}} a\left(\left(a_{f}\right)^{2}-g_{d} b_{d}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& e_{d}=a(N-5), \quad f_{d}=a(N-6), \quad c_{d}=a(N-9), \quad g_{d}=a(N-21) \\
& a_{f}=\frac{1}{2} a(N+1), \quad a_{d}=\frac{1}{2} a(N-3), \quad b_{d}=\frac{1}{2} a(N-11)
\end{aligned}
$$

[^42]\[

$$
\begin{aligned}
& F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=-F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=-F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} \\
& =F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=-F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=-F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} \\
& =+D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=-F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=-F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} \\
& =D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} D_{i} D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}}=F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} \\
& =-D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} F_{i} F_{\mu_{1}} D_{\mu_{2}} D_{\mu_{3}}=-F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} \\
& =-F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=-D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} D_{\mu_{2}} F_{\mu_{3}}=D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} F_{i} D_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}} \\
& =-D_{\mu_{1}} F_{\mu_{2}} F_{\mu_{3}} D_{i} F_{\mu_{1}} F_{\mu_{2}} D_{\mu_{3}}=a\left(\frac{1}{2} a_{j}\right)^{2} D_{i}
\end{aligned}
$$
\]

since the trace is antisymmetric under the interchange of $m, n$. Using Eq. (A20) and employing the symmetry of the matrix products, we see that all cases of the products containing one or two $D$ 's vanish.

In a similar manner, but now using Eq. (A22),

$$
\begin{equation*}
\operatorname{Tr}\left(F_{i} F_{m} D_{j} D_{n}\right) f_{k m n}=i a a_{f} d_{i j k}, \tag{A31}
\end{equation*}
$$

also using Eq. (A17).

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} F_{m} D_{j} D_{n}\right) f_{k m n}=0 \tag{A32}
\end{equation*}
$$

using Eqs. (A4), (A19), and (A22).

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} F_{m} D_{j} D_{n}\right) d_{k m n}=i a a_{a} f_{i j k} \tag{A33}
\end{equation*}
$$

using Eqs. (A4), (A14), (A19), and (A22). Combining Eqs. (A4) and (A5), we have the relation

$$
F_{k} D_{m}+D_{k} F_{m}=d_{k m n} F_{n}+i f_{k m n} D_{n}
$$

Using this relation and Eqs. (A17), (A19), (A24), and Table I, we have

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} F_{m} D_{j} F_{n}\right) d_{k m n}=-a a_{j} d_{i j k} . \tag{A34}
\end{equation*}
$$

For the final relation, note that

$$
\operatorname{Tr}\left(D_{i} D_{m} F_{j} F_{n}\right) d_{k m n}=i \operatorname{Tr}\left(F_{n} D_{i} D_{m} D_{k}\right) f_{i m n}
$$

using (A20). Then, using Eqs. (A11), (A17), and (A22),

$$
\operatorname{Tr}\left(D_{i} D_{m} F_{j} F_{n}\right) d_{k m n}=0
$$

Finally, using this equation, and Eqs. (A8), (A11), (A17), and (A19), we obtain

$$
\begin{equation*}
\operatorname{Tr}\left(D_{i} D_{m} D_{j} D_{n}\right) d_{k m n}=-a c_{d} d_{i j k} \tag{A35}
\end{equation*}
$$

where $c_{d}=a(N-9)$. These trace relations, together with Eq. (A20), give the results of Table II. Table III follows in a similar manner; the calculations are straightforward, but tedious and are not reproduced here.

## APPENDIX B: PHASE CONVENTION OF WIGNER COEFFICIENTS

The phase convention, Eq. (26), and the generalized charge $Q_{\alpha}, \mathrm{Eq}$. (13d), lead to a positive phase for the
matrix elements of the raising operators $L^{(1 j)}$,

$$
\begin{equation*}
\langle\gamma| L^{(1 j)}|\beta\rangle \geq 0, \quad j=2, \cdots, n \tag{B1}
\end{equation*}
$$

It may be shown first, from Eq. (13d) and Table I, that

$$
\begin{align*}
& (-1)^{Q_{(1 i)}}=+1 \quad j=2, \cdots, n \\
& (-1)^{Q_{(i 1)}}=-1 \quad \text { otherwise } \\
& (-1)^{Q_{(i j)}}=0 . \tag{B2}
\end{align*}
$$

Consider $\alpha=(1 j), \beta, \gamma= \pm 1, \cdots, \pm m / 2$. Then, from Eq. (26b), $(-1)^{\omega}=+1$. From the triangle relations of Eqs. (B3) and (B4) we have

$$
\begin{align*}
& \alpha=(1 j), \beta=(j l), \gamma=(1 l), \quad j>1,  \tag{B3}\\
& \alpha=(1 j), \beta=(k 1), \gamma=(k j), \quad j>1 . \tag{B4}
\end{align*}
$$

From Eq. (B3), since $j>1$, and $l>1, \theta=Q_{\alpha}+$ $Q_{\beta}=2$, hence, a positive phase. From Eq. (B4), $j>1, k>1$, and $\theta$ is $0,(-1)^{\theta}=1$. If $\alpha=(1 j)$, and $\beta=-\alpha=(j 1)$, from Eq. (17e), $2 b f(\alpha, \beta, \gamma)$ is negative. However, $(-1)^{\omega}=-1$, by Eq. (26b), so the matrix element, Eq. (27), is positive. Finally, let $\alpha=(1 j), \beta=m+1, \cdots, N$. Then, from Eq. (17c), $2 b f(\alpha, \beta, \gamma)$ is negative. Here again, $(-1)^{\omega}=$ -1 , so Eq. (27) is positive.

Equation (27) and the conjunction operation, $L^{(\alpha)}=(-1)^{Q_{\alpha}} L^{(-\alpha)}$, determines the relative phases. ${ }^{29}$ The absolute phase of the Wigner coefficient may be fixed by requiring the coefficient with states $\alpha_{\max }=$ $\gamma_{\max }=(12)$ be positive. This coefficient is nonzero.

The relative phases of the coefficients

$$
\left(\begin{array}{lll}
N & N & N \\
\alpha & \beta & \gamma
\end{array}\right)_{2}
$$

are determined by the phase convention, Eq. (26). The absolute phase is fixed, as above. Note that for $S U(3)$ this maximum state vanishes [see Eq. (18c) and Ref. (23)].
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#### Abstract

An explicit algebraic formula is obtained for the multiplicity $\bar{M}(\gamma)$ of a vector $\gamma$ belonging to the fundamental domain of the group $G(2)$. Using this, the internal multiplicity $M^{m}\left(m^{\prime}\right)$ of a weight $m^{\prime}$ of the irreducible representation $D(m)$ with the highest weight $m$ is calculated through Kostant's formula for the dominant weights. The Clebsch-Gordan decomposition of the direct product of two irreducible representations is then obtained.


## I. INTRODUCTION

IT is well known that the group $G(2)$, which is a subgroup of $O(7)$, has been used extensively in nuclear physics ${ }^{1}$ and in elementary particle physics ${ }^{2}$ for classifying levels and for studying interactions between particles. It is desirable, therefore, that the Racah algebra of $G(2)$ be developed as in the familiar theory of angular momentum. The problem of finding the invariants has been solved. ${ }^{3}$ Any irreducible representation (IR) is specified by the eigenvalues of the Casimir operators, or equivalently, by the components of the highest weight.

The next problem is the determination of the internal and external multiplicity structures ${ }^{4}$ of the IR's of the group. According to Biedenharn's theorem, ${ }^{5}$ the external multiplicity of an IR $D^{\prime \prime}$, occurring in the direct product of two IR's, $D$ and $D^{\prime}$, is closely connected to the internal multiplicity of the weights in $D$ or $D^{\prime}$. Though the internal multiplicity structure is known through Kostant's formula, ${ }^{6}$ practical computations with it are very tedious. It turns out that it is sufficient to know the multiplicity structure of $1 / \Delta .{ }^{7}$ Knowing this, the multiplicity $M^{m}\left(m^{\prime}\right)$ of a weight $m^{\prime}$ contained in an IR with highest weight $m$ can be calculated. ${ }^{8}$

Recently, an algebraic method of getting $M^{m}\left(m^{\prime}\right)$ has been worked out ${ }^{8}$ for the case of $S U(3)$. In the present paper we have obtained an expression for the

[^44]internal multiplicity $M^{m}\left(m^{\prime}\right)$ for the group $G(2)$. The problem is more complicated in view of the fact that there are six negative roots and two (negative) primitive roots.

## II. THE GROUP $G(2)$

The root diagram can be conveniently regarded as consisting of all vectors of the form $e_{i}-e_{j}$ and $\mathrm{e}_{i}-2 \mathrm{e}_{j}+\mathrm{e}_{k}=(i, j, k=1,2,3)$, which all belong to the hyperplane

$$
\sum_{i=1}^{3} x_{i}=0
$$

The negative primitive roots are

$$
\begin{aligned}
& \beta_{1}=(0,-1,1)=e_{3}-\mathrm{e}_{2} \\
& \beta_{2}=(-1,2,-1)=-\mathrm{e}_{1}+2 \mathrm{e}_{2}-\mathrm{e}_{3}
\end{aligned}
$$

The weight space is three dimensional with a subsidiary condition that

$$
\sum_{i=1}^{3} m_{i}=0
$$

where the $m_{i}$ 's are the components of the weight $m$. Using the theorem that $2(m, \alpha) /(\alpha, \alpha)=$ integer (where $m$ is a weight and $\alpha$ is a root), it is clear that the components of $m$ are integers.

Let us now discuss the Weyl group. Reflecting the weight ( $m_{1}, m_{2}, m_{3}$ ) in the plane perpendicular to $\mathrm{e}_{i}-\mathrm{e}_{j}$, we see that $m_{i} \leftrightarrow m_{j}$, i.e., the components of $m$ are permuted. Next consider the reflection in the plane perpendicular to $\mathrm{e}_{i}-2 \mathrm{e}_{j}+\mathrm{e}_{k}$. It can be seen that the effect of this is to permute the components of $m$ with a total change of sign. Thus, we have considered all possible reflections perpendicular to the roots and have seen that they permute the components of $m$ or permute the components of $m$ with an overall change in sign. The Weyl group is, therefore, of order 12. From these results, it follows that if $m=$ ( $m_{1}, m_{2}, m_{3}$ ) is to be a dominant weight, then
(a) $m_{1} \geq m_{2} \geq m_{3}$,
(b) $m_{1} \geq 0, m_{2} \leq 0, m_{3} \leq 0$.

Proof: Assume (a) is not true, i.e., $m_{r}<m_{r+1}$ ( $r=1,2$ ). Applying such a Weyl reflection to $m$ which exchanges $m_{r}$ and $m_{r+1}$, we get a weight $m^{\prime}$ such that the first nonvanishing component is positive, thus leading to $m^{\prime}$ being higher than $m$. Hence $m_{r} \geq$ $m_{r+1}$, which proves (a).
To prove (b), we note that condition (a), together with

$$
\sum_{i=1}^{3} m_{i}=0
$$

leads immediately to $m_{1} \geq 0$ and $m_{3} \leq 0$. We need to prove only that $m_{2} \leq 0$. Assume the contrary, i.e., $m_{2}>0$. Applying such a reflection, which gives a weight $m^{\prime}$ with $-m_{3}$ as its first component, so that $m^{\prime}-m$ has as its first component $m_{2}$ which is positive, we are lead to a contradiction. Hence, $m_{2} \leq 0$.

## III. MULTIPLICITY STRUCTURE $\bar{M}\left(k_{1}, k_{2}\right)$

In order to find the multiplicity of the dominant weights, let us first calculate the multiplicities $\bar{M}$ of the vectors in $1 / \Delta$ using the expression ${ }^{7}$

$$
\begin{equation*}
\frac{1}{\Delta}=\sum_{a_{1}=0}^{\infty} \cdots \sum_{a_{n}=0}^{\infty} \exp i\left(\sum_{j=1}^{n} a_{j} \beta_{j}-R_{0}, \varphi\right) \tag{2}
\end{equation*}
$$

where the $a_{i}$ 's are nonnegative integers, the $\beta_{i}$ 's are all the negative roots, and $R_{0}$ is half the sum of all positive roots. The multiplicity $\bar{M}$ of a particular vector $\gamma$ of $1 / \Delta$ (which belongs to the fundamental domain of a group of rank $l$ ),

$$
\begin{equation*}
\gamma=k_{1} \beta_{1}+\cdots+k_{l} \beta_{l}-R_{0} \tag{3}
\end{equation*}
$$

where $\left(\beta_{1}, \cdots \beta_{l}\right)$ are the negative primitive roots ( $l \leq n$ ) and ( $k_{1} \cdots k_{l}$ ) are nonnegative integers, is then given by the number of ways $\gamma$ can be written as a sum over all the negative roots:

$$
\begin{equation*}
\gamma=\sum_{i=1}^{n} a_{i} \beta_{i}-R_{0} . \tag{4}
\end{equation*}
$$

The multiplicity of the dominant weight $m^{\prime}, M^{m}\left(m^{\prime}\right)$ can then be obtained from ${ }^{4}$

$$
\begin{align*}
M^{m}\left(m^{\prime}\right) & =\sum_{S \in W} \delta_{S} \bar{M}\left(m^{\prime}-S\left(m+R_{0}\right)\right)  \tag{5}\\
& =\sum_{S \in W} \delta_{S} \bar{M}\left(k_{1}^{S}, k_{2}^{S}\right)
\end{align*}
$$

where the summation extends over the elements of the Weyl group $W$ and $\delta_{S}= \pm 1$ according to whether $S$ is an even or odd reflection, respectively. Equation (5) is Kostant's formula ${ }^{6}$ for the dominant weights.

The problem of obtaining $\bar{M}\left(k_{1}, k_{2}\right)$ for $G(2)$ then reduces to finding the number of ways ( $k_{1} \beta_{1}+k_{2} \beta_{2}$ ) can be expressed as ( $a_{1} \beta_{1}+\cdots+a_{6} \beta_{6}$ ) for given
$k_{1}$ and $k_{2}$, i.e.,

$$
\begin{align*}
k_{1} \beta_{1}+k_{2} \beta_{2}= & a_{1} \beta_{1}+a_{2} \beta_{2}+a_{3}\left(\beta_{1}+\beta_{2}\right) \\
& +a_{4}\left(2 \beta_{1}+\beta_{2}\right)+a_{5}\left(3 \beta_{1}+\beta_{2}\right) \\
& +a_{6}\left(3 \beta_{1}+2 \beta_{2}\right) \tag{6}
\end{align*}
$$

so that

$$
\begin{align*}
& k_{1}=a_{1}+a_{3}+2 a_{4}+3 a_{5}+3 a_{6} \\
& k_{2}=a_{2}+a_{3}+a_{4}+a_{5}+2 a_{6} . \tag{7}
\end{align*}
$$

We have to find all the possible values allowed for ( $a_{1}, \cdots, a_{6}$ ) for given ( $k_{1}, k_{2}$ ). These equations are known as Diophantine equations, ${ }^{9}$ and we have solved them using the theory of partitions. One finds

$$
\begin{align*}
& \left.\overline{\substack{ \\
k_{1} \leq k_{2}}} k_{1}, k_{2}\right) \\
& =\left(1+k_{1}\right)+\sum_{i=0}\left[\frac{k_{1}-i}{2}\right] \\
& +\sum_{i, j=0}\left[\frac{k_{1}-i-2 j}{3}\right]+\sum_{i, j, k=0}\left[\frac{k_{1}-i-2 j-3 k}{3}\right] \\
& =\left(1+k_{1}\right)+\frac{k_{1}^{2}-1}{4} \quad\left(\begin{array}{ll}
\left(k_{1} \text { odd }\right) \text { or } \\
k_{1}^{2} / 4 & \left(k_{1} \text { even }\right)
\end{array}\right\}_{k_{1} \geq 2} \\
& +\frac{1}{2}\left\{\left(k_{1}-1\right)\left(k_{1}-4\right)+4\right\}_{k_{1} \geq 3} \\
& +\bar{M}\left(k_{1}-3, k_{2}\right) \text {. } \tag{8}
\end{align*}
$$

We use the square bracket to denote the integral part of the expression.

$$
\begin{aligned}
& \begin{array}{l}
\bar{M}\left(k_{1}, k_{2}\right) \\
= \\
=\left(1+3 k_{2}\right.
\end{array} \\
& \left.\quad+k_{2}\right)+\sum_{i}\left(k_{2}-i\right) \\
& \quad \quad+\sum_{i, j}\left(k_{2}-i-j\right)+\sum_{i, j}\left[\frac{k_{2}-i-j-k}{2}\right] \\
& =\frac{1}{48}\left(k_{2}+2\right)\left(k_{2}^{3}+10 k_{2}^{2}+30 k_{2}+24\right), \text { if } k_{2} \text { is even; }
\end{aligned}
$$

or
$\frac{1}{48}\left(k_{2}+1\right)\left(k_{2}^{3}+11 k_{2}^{2}+39 k_{2}+45\right)$ if $k_{2}$ is odd.

[^45]where $C$ is a ( $6 \times 2$ ) matrix. The number of solutions of Eq. (7) is then obtained as the coefficient of $x_{1}^{k} 1 x_{2}^{k}$ of the generating function
$$
f\left(x_{1}, x_{2}\right)=\prod_{i=1}^{6}\left(1-x_{1}^{c i 1} x_{2}^{c i 2}\right)^{-1}
$$
where the $C_{i j}$ are the elements of the matrix $C$. We are grateful to P. K. Menon for drawing our attention to this fact.
\[

$$
\begin{align*}
& \bar{M}\left(k_{1}, k_{2}\right) \\
& =\left(1+k_{2}\right)+\sum_{i}^{2 k_{2} \leq k_{1}<3 k_{2}}\left(k_{2}-i\right)+\sum_{i+j+1 \leq k_{2}}\left[\frac{k_{1}-i-2 j}{3}\right] \\
& +\sum_{i+2 j+3 k+3 \leq k_{1}}\left[\frac{k_{2}-i-j-k}{2}\right] \\
& =\frac{1}{2}\left(k_{2}+1\right)\left(k_{2}+2\right)+\frac{1}{2}\left\{\left(k_{1}-1\right)\left(k_{1}-4\right)+4\right\}_{k_{1} \div 3} \\
& -\frac{1}{2}\left\{\left(k_{1}-2 k_{2}\right)\left(k_{1}-2 k_{2}-3\right)+4\right\} \\
& \text { for }\left(k_{1}-2 k_{2}\right) \geq 2 \text {, } \\
& +\frac{1}{48} k_{2}\left\{\left(k_{2}-2\right)^{3}+10\left(k_{2}-2\right)^{2}\right. \\
& \left.+30\left(k_{2}-2\right)+24\right\} \text { for even } k_{2} \geq 2 \text {, } \\
& +\frac{1}{48}\left(k_{2}-1\right)\left\{\left(k_{2}-2\right)^{3}+11\left(k_{2}-2\right)^{2}\right. \\
& \left.+39\left(k_{2}-2\right)+45\right\} \text { for odd } k_{2} \geq 3 \text {, } \\
& -\frac{1}{48} \mu\left\{(\mu-2)^{3}+10(\mu-2)^{2}+30(\mu-2)+24\right\} \\
& \text { for even } \mu \geq 2 \text {, } \\
& -\frac{1}{48}(\mu-1)\left\{(\mu-2)^{3}+11(\mu-2)^{2}\right. \\
& +39(\mu-2)+45\} \text { for odd } \mu \geq 3 \text {, } \tag{10}
\end{align*}
$$
\]

where

$$
\mu=k_{2}-1-\left[\frac{1}{3}\left(k_{1}-3\right)\right] .
$$

$$
\begin{align*}
& \bar{M}\left(k_{1}, k_{2}\right) \\
&=\left(1+k_{2}\right)+\sum_{i+1 \leq k_{2}}\left[\frac{k_{1}-i}{2}\right]+\sum_{i+j+1 \leq k_{2}}\left[\frac{k_{1}-i-2 j}{3}\right] \\
&+\sum_{i+2 j+3 k+3 \leq k_{1}}\left[\frac{k_{2}-i-j-k}{2}\right] \\
&=\left(1+k_{2}\right)+\frac{k_{1}^{2}-1}{4} \text { for odd } k_{1} \geq 3, \\
&+\frac{k_{1}^{2}}{4} \text { for even } k_{1} \geq 2, \\
&-\left\{\frac{\left(k_{1}-k_{2}\right)^{2}-1}{4}\right\} \text { for odd } \quad\left(k_{1}-k_{2}\right) \geq 3, \\
&-\frac{\left(k_{1}-k_{2}\right)^{2}}{4} \text { for even }\left(k_{1}-k_{2}\right) \geq 2, \\
&+\frac{1}{2}\left\{\left(k_{1}-1\right)\left(k_{1}-4\right)+4\right\} \text { for } k_{1} \geq 3, \\
&-\frac{1}{2}\left\{\left(k_{1}-2 k_{2}\right)\left(k_{1}-2 k_{2}-3\right)+4\right\} \\
&+\frac{1}{48} k_{2}\left\{\left(k_{2}-2\right)^{3}+10\left(k_{2}-2\right)^{2}\right. \\
&\left.+30\left(k_{2}-2\right)+24\right\} \text { for even } k_{2} \geq 2, \\
&+\frac{1}{48}\left(k_{2}-1\right)\left\{\left(k_{2}-2\right)^{3}+11\left(k_{2}-2\right)^{2}\right. \\
& \quad-\frac{1}{48} \mu\left\{(\mu-2)^{3}+10(\mu-2)^{2}+30(\mu-2) \geq 2,\right. \\
&-\frac{1}{48}(\mu-1)\left\{(\mu-2)^{3}+11(\mu-2)^{2}\right. \\
&+39(\mu-2)+45\} \text { for odd } \mu \geq 3 . \quad(11)
\end{align*}
$$

$$
\begin{align*}
& \bar{M}\left(k_{1}, k_{2}\right) \\
&=\left(1+k_{2}\right)+\sum_{i+1 \leq k_{2}}\left[\frac{k_{1}-i}{2}\right]+\sum_{i+j+1 \leq k_{2}}\left[\frac{k_{1}-i-2 j}{3}\right] \\
&+\sum_{i+j+k_{1}+1 \leq k_{2}}\left[\frac{k_{1}-i-2 j-3 k}{3}\right] \\
&=\left(1+k_{2}\right)+\frac{k_{1}^{2}-1}{4} \text { for odd } k_{1} \geq 3, \\
&+\frac{k_{1}^{2}}{4} \text { for even } k_{1} \geq 2, \\
&-\left\{\frac{\left(k_{1}-k_{2}\right)^{2}-1}{4}\right\} \text { for odd } \quad\left(k_{1}-k_{2}\right) \geq 3, \\
&-\left\{\frac{\left(k_{1}-k_{2}\right)^{2}}{4}\right\} \text { for even } \quad\left(k_{1}-k_{2}\right) \geq 2, \\
&+\frac{1}{2}\left\{\left(k_{1}-1\right)\left(k_{1}-4\right)+4\right\} \quad \text { for } \quad k_{1} \geq 3, \\
&-\frac{1}{2}\left\{\left(k_{1}-2 k_{2}\right)\left(k_{1}-2 k_{2}-3\right)+4\right\} \\
&+\bar{M}\left(k_{1}-3, k_{2}^{\prime}\right) \text { with } \quad k_{2}^{\prime} \geq k_{1}-3, \\
&-\bar{M}\left(k_{1}-k_{2}-2, k_{2}^{\prime \prime}\right) \quad \text { with } k_{2}^{\prime \prime} \geq\left(k_{1}-k_{2}-2\right) .
\end{align*}
$$

Equation (8) is a difference equation and can be solved for each modulus 3 of $k_{1}$. However, Eq. (8) itself is sufficient to determine $\bar{M}\left(k_{1}, k_{2}\right)\left(k_{1} \leq k_{2}\right)$ straightaway.

## IV. MULTIPLICITY STRUCTURE $M^{m}\left(m^{\prime}\right)$

The multiplicity structure $M^{m}\left(m^{\prime}\right)$ is then given by Eq. (5). This is the number of ways a weight $m^{\prime}(=$ $\left.m+k_{1} \beta_{1}+k_{2} \beta_{2}\right)$ can be expressed as

$$
\begin{gather*}
m^{\prime}=-R_{0}+\sum_{i=1}^{6} a_{i} \beta_{i}+S\left(m+R_{0}\right),  \tag{13}\\
R_{0}=(3,-1,-2) .
\end{gather*}
$$

We notice that when $m^{\prime}$ is dominant, only five Weyl reflections contribute to Eq. (5), the others leading necessarily to negative integer coefficients ( $k_{1}^{S}, k_{2}^{S}$ ). From Eq. (5) we obtain

$$
\begin{align*}
& M^{m}\left(m^{\prime}\right)=\bar{M}\left\{\left(m_{3}^{\prime}-m_{1}^{\prime}\right)+\left(m_{1}-m_{3}\right) ; m_{1}-m_{1}^{\prime}\right\} \\
& \quad-\bar{M}\left\{\left(m_{3}^{\prime}-m_{1}^{\prime}\right)+\left(m_{1}-m_{2}\right)-1 ; m_{1}-m_{1}^{\prime}\right\} \\
& -\bar{M}\left\{\left(m_{3}^{\prime}-m_{1}^{\prime}\right)+\left(m_{1}-m_{3}\right) ;-\left(m_{1}^{\prime}+m_{3}+1\right)\right\} \\
& +\bar{M}\left\{\left(m_{3}^{\prime}-m_{1}^{\prime}\right)+\left(m_{2}-m_{3}\right)-4 ;-\left(m_{1}^{\prime}+m_{3}+1\right)\right\} \\
& +\bar{M}\left\{\left(m_{3}^{\prime}-m_{1}^{\prime}\right)+\left(m_{1}-m_{2}\right)-1 ;-\left(m_{1}^{\prime}+m_{2}+2\right)\right\} . \tag{14}
\end{align*}
$$

Equation (14) along with Eqs. (8)-(12) give $M^{m}\left(m^{\prime}\right)$ for any dominant weight $m^{\prime}$. The multiplicity of any other weight can be found by using the Weyl reflections

In Eqs. (8)-(12), the intervals for $k_{1}$ and $k_{2}$ depend sensitively on the coefficients of the $a$ 's in the Diophantine equations (7).

## V. EXTERNAL MULTIPLICITY STRUCTURE

It is well known from the work of Biedenharn ${ }^{5}$ that if $D(\Lambda)$ and $D^{\prime}\left(\Lambda^{\prime}\right)$ are two IR's of a group $L$ with $\Lambda$ and $\Lambda^{\prime}$ as their highest weights, respectively, and if $D^{\prime}$ dominates ${ }^{10} D$, then the product $D^{\prime} \times D$ contains IR's for which $\left(\Lambda^{\prime}+m\right)$ are highest weights, where $m$ stands for all weights contained in $D$. The multiplicity of the representation $\left(\Lambda^{\prime}+m\right)$ in the reduction of $D^{\prime} \times D$ is the same as the internal multiplicity of the weight $m$ in the representation $D$. The conditions for $D^{\prime}$ to dominate $D$ for $G(2)$ are ${ }^{4}: \lambda_{1}^{\prime} \geq 2 \lambda_{1}+3 \lambda_{2}$, and $\lambda_{2}^{\prime} \geq \lambda_{1}+2 \lambda_{2}$, where $\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}\right)$ and $\left(\lambda_{1}, \lambda_{2}\right)$ are the components of $\Lambda^{\prime}$ and $\Lambda$ in the familiar two-component notation. More explicitly, Biedenharn's theorem can be stated in terms of characters:

$$
\begin{equation*}
\chi^{D \times D^{\prime}}(\phi)=\sum_{m} \gamma_{m} \chi^{\left(\Lambda^{\prime}+m\right)}(\phi) \tag{15}
\end{equation*}
$$

The assumption that $D^{\prime}$ dominates $D$ is needed to make ( $\Lambda^{\prime}+m$ ) satisfy the conditions for it to be dominant so that it can be the highest weight of some representation in the reduction. The important point is that the representation with $\left(\Lambda^{\prime}+m\right)$ as highest weight occurs $\gamma_{m}$ times, where $\gamma_{m}$ is the internal multiplicity of $m$ in $D(\Lambda), \gamma_{m}$ can be immediately computed for any $m$ in $D(\Lambda)$ using our results in Sec. IV. Thus, knowing $M^{m}\left(m^{\prime}\right)$ and Eq. (5), the Clebsch-Gordan reduction of the product of two IR's can be written down immediately. We give an example in the Appendix.
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## APPENDIX

We give a few examples of multiplicities of some weights using the results obtained by us.

[^46]Consider the IR $D^{7}(1,0)$, defined in the conventional $D^{-V}\left(\lambda_{1}, \lambda_{2}\right)$ notation, where the highest weight ( $\lambda_{1}, \lambda_{2}$ ) is given as $\lambda_{1}$ times one fundamental weight and $\lambda_{2}$ times the other. The connection with the threecomponent form is given by

$$
\begin{aligned}
& m_{1}=\lambda_{1}+2 \lambda_{2} \\
& m_{2}=-\lambda_{2} \\
& m_{3}=-\left(\lambda_{1}+\lambda_{2}\right)
\end{aligned}
$$

We calculate the internal multiplicity of the dominant weight $(0,0)$. From Eq. (14) we find that

$$
M^{(1,0)}(0,0)=\bar{M}(2,1)-\bar{M}(0,1)-\bar{M}(2,0)
$$

Now using Eqs. (8)-(12), we find that

$$
\bar{M}(2,1)=3, \quad \bar{M}(0,1)=1, \quad \bar{M}(2,0)=1
$$

so that

$$
M^{(1,0)}(0,0)=1
$$

Similarly, for the internal multiplicity of the dominant weight $(0,0)$ in the representation $D^{14}(0,1)$, we get

$$
\begin{aligned}
M^{(0,1)}(0,0) & =\bar{M}(3,2)-\bar{M}(2,2)-\bar{M}(3,0) \\
& =7-4-1=2
\end{aligned}
$$

Let us now consider the direct product $D^{14}(0,1) \times$ $D^{1547}(3,2)$. It can be seen that $D^{1547}(3,2)$ dominates $D^{14}(0,1)$. The various weights of $D^{14}(0,1)$ are

$$
\begin{array}{rrrrr}
(0,1), & (3,-1), & (1,0), & (-1,1), & (2,-1), \\
(-3,2), & (3,-2), & (-2,1), & (1,-1), & (-1,0), \\
(-3,1), & (0,-1), & (0,0), & (0,0) &
\end{array}
$$

Using Biedenharn's theorem, Eq. (15), we see that

$$
\begin{aligned}
& D^{14}(0,1) \times D^{1547}(3,2) \\
&= D^{4096}(3,3)+D^{3003}(6,1)+D^{2926}(4,2) \\
&+D^{2079}(2,3)+D^{1728}(5,1)+D^{748}(0,4) \\
&+D^{714}(6,0)+D^{896}(1,3)+D^{729}(2,2) \\
&+D^{924}(4,1)+D^{273}(0,3)+D^{448}(3,1) \\
&+2 . D^{1547}(3,2) .
\end{aligned}
$$

It should be noted that the occurrence of $D^{1547}(3,2)$ twice in the above reduction is due precisely to the appearance of the weight $(0,0)$ twice in $D^{14}(0,1)$.
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#### Abstract

We consider the unitary irreducible representations of the group $S O(2,1)$, belonging to the continuous and the discrete classes. We cast them into a form in which the noncompact generator of an $O(1,1)$ subgroup is diagonal. We examine some properties of the remaining generators in this basis. We recover the known result that the spectrum of the noncompact generator covers the real line twice for representations of the continuous class, and once for those of the discrete class.


## INTRODUCTION

RECENTLY, there has been considerable interest in the possible uses of noncompact Lie groups for the description of physical systems. For example, certain groups have been suggested as noninvariance groups or spectrum-generating groups for simple quantum-mechanical systems and for elementary particles. ${ }^{1}$ Generally for the purposes of physics one has to deal with unitary representations of Lie groups, and for a noncompact Lie group it is well known that any nontrivial unitary irreducible representation (UIR) must be infinite dimensional. Further, for many practical purposes it is necessary to have these representations in quite explicit form, with a suitable basis being chosen in the Hilbert space of the representation, and the infinitesimal generators of the Lie group being specified, if possible, by means of their matrix elements in the chosen basis.

In dealing with semi-simple noncompact Lie groups and their UIR's, two different possibilities arise. For certain groups it happens that in every UIR, each finite-dimensional UIR of the maximal compact subgroup appears once or not at all. Examples of such noncompact groups are the pseudo-orthogonal groups $O(p, 1)$ in $(p+1)$ real dimensions, and the pseudounitary groups $S U(n, 1)$ in $(n+1)$ complex dimensions. In these cases, a basis for the representation space for a UIR of the noncompact group can be constructed by taking an infinite sequence of distinct UIR's of the maximal compact subgroup, and the basis vectors are labelled completely by the Casimir

[^47]invariants and internal "magnetic" quantum numbers of this subgroup. All of these labels are discrete variables, and the well-known algebraic techniques involving Clebsch-Gordan coefficients, the WignerEckart theorem and reduced matrix elements with respect to the maximal compact subgroup, can in principle be used to build up UIR's of the noncompact group. On the other hand, for certain other semisimple noncompact groups, the situation is generally not so straightforward. A given UIR of the whole group may contain a given finite-dimensional UIR of the maximal compact subgroup several times. Examples are the pseudo-orthogonal groups $O(p, q)$ for $p, q \geq 2$, the pseudounitary groups $S U(n, m)$ for $n, m \geq 2$, and the special linear groups $S L(n, R), S L(n, C)$ for $n \geq 3$. In these cases, the Casimir invariants and internal "magnetic" quantum numbers of the maximal compact subgroup do not suffice to completely label the basis vectors of an UIR of the whole group, and one needs additional operators to distinguish the several occurrences of the same UIR of the maximal compact subgroup. [Even for such groups, of course, there may be special classes of UIR's, generally called degenerate UIR's, in which there is no multiplicity of occurrence of UIR's of the maximal compact subgroup.] In such a situation, the previously mentioned algebraic methods are enormously harder to apply.

These remarks suggest that one examine the UIR's of the second kind of noncompact semisimple groups by reducing the UIR's with respect to a noncompact subgroup, this subgroup being chosen to be "large enough" so that the multiplicity problem is (almost) removed. ${ }^{2}$ For example, one can ask how the UIR's of the de Sitter group $O(3,2)$ are constructed by putting together UIR's of the $O(3,1)$ subgroup, rather than of the maximal compact subgroup $O(3) \otimes$ $O(2)$. Of course, it is clear that this immediately

[^48]raises many problems. For example, one will have to deal in general with direct integrals, rather than direct discrete sums, of UIR's of the noncompact subgroup, and these latter UIR's will also be infinite dimensional. Further, in such a basis, the infinitesimal generators of the whole Lie group may have to be treated with greater care, and the use of matrix elements in a simple-minded way may not be possible.

In this paper, we consider the simplest problem of this genre. We examine the UIR's of the pseudoorthogonal group in three dimensions, $O(2,1)$, cast them into a form in which the reduction with respect to the noncompact subgroup $O(1,1)$ is apparent, and then examine the nature of the infinitesimal generators in this basis. ${ }^{3}$ As is well known, the Lie algebra of $O(2,1)$ is the same as the Lie algebra of the group $S U(1,1)$ of pseudounitary unimodular matrices in two dimensions. Of course, in this example, the maximal compact subgroup $O(2)$ is "large enough" so that there is no multiplicity problem in the reduction of UIR's of $O(2,1)$ [or $S U(1,1)$ ] with respect to $O(2)$. This is also the case when one considers the group $O(3,1)$. Nevertheless, these examples are interesting in themselves, and they may serve to point out some features to be expected when one treats more complicated cases like, say, the reduction of UIR's of $O(3,2)$ with respect to $O(3,1)$.

We outline briefly the contents of the paper. In Sec. I, we recapitulate some familiar facts and properties of the group $S U(1,1)$ and of its Lie algebra. In Sec. II, we describe briefly the different kinds of UIR's of $S U(1,1)$, restricting attention to single valued UIR's of $S U(1,1)$. This corresponds to restricting oneself to single- and double-valued UIR's of $O(2,1)$, since, as is well known, there is a two-toone homomorphism from $S U(1,1)$ to $O(2,1)$. These UIR's will be written, as usual, in a form which is already reduced with respect to the maximal compact subgroup of $\operatorname{SU}(1,1)$. The material in the first two sections is collected together only in order to make this paper reasonably self-contained. ${ }^{4}$ Sections III and IV are devoted to examining two classes of UIR's of $O(2,1)$, namely the continuous (nonexceptional) and the discrete classes. We exhibit them in a form suited to the reduction with respect to a noncompact subgroup $O(1,1)$ of $O(2,1)$. In both cases, for simplicity, we restrict ourselves to single-valued

[^49]UIR's of $O(2,1)$. There exists also a class of UIR's of $S O(2,1)$ called the exceptional class. The treatment of these UIR's will be taken up in a later publication. We also discuss in a subsequent paper the reduction of UIR's of $O(3,1)$ with respect to its noncompact subgroup $O(2,1)$.

## I. RÉSUMÉ OF THE GROUP $\operatorname{SU}(1,1)$

It is well known that the Lie algebras of $\operatorname{SU}(1,1)$ and of $O(2,1)$ are the same, and that there is a two-toone homomorphism from $S U(1,1)$ to $O(2,1)$. Though we will later analyze only certain single valued UIR's of $O(2,1)$, we shall describe here the structure and properties of $S U(1,1)$ since the corresponding matrices are easier to deal with.

The group $S U(1,1)$ is the group of all two-dimensional complex pseudounitary matrices of unit determinant. In other words, it is the group of all complex unimodular linear transformations on two complex variables $x_{1}, x_{2}$ leaving the quadratic form

$$
\left|x_{1}\right|^{2}-\left|x_{2}\right|^{2}
$$

invariant. A general element $g$ of $S U(1,1)$ corresponds to a matrix

$$
g \rightarrow\left(\begin{array}{ll}
\alpha & \beta  \tag{1.1}\\
\bar{\beta} & \bar{\alpha}
\end{array}\right), \quad|\alpha|^{2}-|\beta|^{2}=1
$$

with $\alpha, \beta$ being complex numbers and the bars denoting complex conjugation. Distinct matrices correspond to distinct elements of the abstract group. The parameters $\alpha, \beta$, obeying $|\alpha|^{2}-|\beta|^{2}=1$, are equivalent to three real numbers so that $g$ is described by three real parameters. Analogous to the Euler angle characterization of the three-dimensional orthogonal rotation group, every matrix of the form (1.1) can be expressed as a product of three factors in the following way:

$$
\begin{align*}
&\left(\begin{array}{ll}
\alpha & \beta \\
\bar{\beta} & \bar{\alpha}
\end{array}\right)=\left(\begin{array}{cc}
e^{i \mu / 2} & 0 \\
0 & e^{-i \mu / 2}
\end{array}\right)\left(\begin{array}{cc}
\cosh \zeta / 2 & \sinh \zeta / 2 \\
\sinh \zeta / 2 & \cosh \zeta / 2
\end{array}\right) \\
& \times\left(\begin{array}{cc}
e^{i \mu^{\prime} / 2} & 0 \\
0 & e^{-i \mu^{\prime} / 2}
\end{array}\right) . \tag{1.2}
\end{align*}
$$

Each factor in this product is itself an element of $S U(1,1)$. The three real parameters $\mu, \zeta, \mu^{\prime}$ are not uniquely determined by $\alpha$ and $\beta$. It is enough to say that, on allowing these parameters to vary over the ranges

$$
\begin{equation*}
-2 \pi \leq \mu, \quad \mu^{\prime}<2 \pi, \quad 0 \leq \zeta<\infty, \tag{1.3}
\end{equation*}
$$

we do obtain all elements of the group $S U(1,1)$; for $\zeta \neq 0$, every element is obtained twice, while for $\zeta=0$, the only quantity that is relevant is the sum of the other two parameters, $\mu+\mu^{\prime}$.

The first and third factors appearing on the righthand side of Eq. (1.2) are elements of the maximal compact subgroup of $S U(1,1)$; this subgroup consists of all elements corresponding to matrices of the form

$$
\left(\begin{array}{cc}
e^{-i \mu / 2} & 0  \tag{1.4}\\
0 & e^{i \mu / 2}
\end{array}\right), \quad-2 \pi \leq \mu<2 \pi
$$

There is a two-to-one homomorphism between the elements of the type (1.4) of $S U(1,1)$ and the elements of the maximal compact subgroup $O(2)$ of $O(2,1)$. The second factor on the right-hand side of (1.2) is an element of a certain noncompact subgroup of $S U(1,1)$; this subgroup consists of all elements corresponding to matrices of the form

$$
\left(\begin{array}{lc}
\cosh \zeta / 2 & \sinh \zeta / 2  \tag{1.5}\\
\sinh \zeta / 2 & \cosh \zeta / 2
\end{array}\right), \quad-\infty<\zeta<\infty
$$

The elements of the form (1.5) are in one-to-one correspondence with the elements of a noncompact subgroup $O(1,1)$ of the group $O(2,1)$.

The Lie algebra of $S U(1,1)$ [or of $O(2,1)$ ] contains three linearly independent elements, which we denote by $J_{0}, J_{1}$, and $J_{2}$. They fulfill the following commutation relations:

$$
\begin{align*}
& -i\left[J_{0}, J_{1}\right]=J_{2},  \tag{1.6a}\\
& -i\left[J_{0}, J_{2}\right]=-J_{1},  \tag{1.6b}\\
& -i\left[J_{1}, J_{2}\right]=-J_{0} . \tag{1.6c}
\end{align*}
$$

In a unitary representation of $S U(1,1)$ all the three operators $J_{0}, J_{1}$, and $J_{2}$ will be represented by selfadjoint linear operators. $J_{0}$ is the generator of the maximal compact subgroup of $S U(1,1)$ while $J_{1}$ and $J_{2}$ are the so-called "noncompact" generators. In the language of Lorentz transformations in three dimensions, namely the group $O(2,1), J_{0}$ generates spatial rotations in a plane [the subgroup $O(2)$ ], while $J_{1}$ and $J_{2}$ are the generators of accelerations (pure velocity transformations) in the two independent directions. The transformations generated by $J_{1}$ form an $O(1,1)$ subgroup of $O(2,1)$, and similarly for $J_{2}$. The Casimir invariant of the Lie algebra of $S U(1,1)$ is the quadratic operator $Q$ defined by

$$
\begin{equation*}
Q=J_{1}^{2}+J_{2}^{2}-J_{0}^{2} \tag{1.7}
\end{equation*}
$$

$Q$ commutes with $J_{0}, J_{1}$, and $J_{2}$, and in any UIR it is equal to a real multiple of the identity operator.

It is useful to identify the matrices corresponding to the generators $J_{0}, J_{1}$, and $J_{2}$ in the defining nonunitary representation of $S U(1,1)$, [given by (1.1)], and the elements belonging to the one-parameter
subgroups generated by them. We may choose

$$
\begin{gather*}
J_{0}=\frac{1}{2} \sigma_{3}=\frac{1}{2}\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) ; \quad J_{1}=\frac{1}{2} i \sigma_{2}=\frac{1}{2} i\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \\
J_{2}=-\frac{1}{2} i \sigma_{1}=-\frac{1}{2} i\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) . \tag{1.8}
\end{gather*}
$$

Let the elements of the one-parameter subgroups referred to above be denoted by $\exp \left(i \mu J_{0}\right), \exp \left(i v J_{1}\right)$, and $\exp \left(i \zeta J_{2}\right)$, respectively. These elements correspond to the matrices

$$
\begin{align*}
& \exp \left(i \mu J_{0}\right) \rightarrow\left(\begin{array}{cc}
e^{i \mu / 2} & 0 \\
0 & e^{-i \mu / 2}
\end{array}\right)  \tag{1.9a}\\
& \exp \left(i \nu J_{1}\right) \rightarrow\left(\begin{array}{cc}
\cosh \nu / 2 & i \sinh \nu / 2 \\
-i \sinh \nu / 2 & \cosh \nu / 2
\end{array}\right)  \tag{1.9b}\\
& \exp \left(i \zeta J_{2}\right) \rightarrow\left(\begin{array}{ll}
\cosh \zeta / 2 & \sinh \zeta / 2 \\
\sinh \zeta / 2 & \cosh \zeta / 2
\end{array}\right) \tag{1.9c}
\end{align*}
$$

The elements $\exp \left(i \mu J_{0}\right), \exp \left(i \zeta_{2}\right)$ belong to the two subgroups described earlier [Eqs. (1.4) and (1.5)], and according to Eq. (1.2) all elements of the group $S U(1,1)$ may be obtained by taking suitable products of such special elements.

## II. UNITARY REPRESENTATIONS OF $S U(1,1)$

The single-valued UIR's of $S U(1,1)$ have been determined long ago by Bargmann, ${ }^{5}$ and they fall into several distinct classes. Each UIR can be characterized by the value of the Casimir invariant $Q$, and the spectrum of eigenvalues of the element $J_{0}$ of the Lie algebra of $S U(1,1)$. [The value of the Casimir invariant is not always enough to uniquely specify a UIR of $O(2,1)$, in contrast to the case of $O(3)$.] The restriction to single-valued representations of $S U(1,1)$ implies that the eigenvalues of $J_{0}$ are either integers or half-odd integers. Within a given UIR, the eigenvalues of $J_{0}$ differ from one another by integers. Denote the eigenvalues of $Q$ by $q$ and those of $J_{0}$ by $m$. The different classes of UIR's are the following:
(A) Continuous class, integral case, nonexceptional interval:
$\frac{1}{4} \leq q<\infty, \quad m=0, \pm 1, \pm 2, \cdots$, ad inf.
(B) Continuous class, exceptional interval:
$0<q<\frac{1}{4}, \quad m=0, \pm 1, \pm 2, \cdots$, ad inf.
(C) Continuous class, half-integral case:
$\frac{1}{4}<q<\infty, \quad m= \pm \frac{1}{2}, \pm \frac{3}{2}, \pm \frac{5}{2}, \cdots$, ad inf.
(D) Discrete class, positive $m$ :

$$
q=k(1-k), \quad k=\frac{1}{2}, 1, \frac{3}{2}, \cdots
$$

[^50]For given $k$, we have $m=k, k+1, k+2, \cdots$, ad inf.
(E) Discrete class, negative $m$ :

$$
q=k(1-k), \quad k=\frac{1}{2}, 1, \frac{3}{2}, \cdots .
$$

For given $k$, we have $m=-k,-k-1,-k-2, \cdots$, ad inf.

The UIR's of types (A) and (B) are together denoted by $C_{q}^{0}$, those of type (C) by $C_{q}^{\frac{1}{q}}$, and those of types (D) and (E) by $D_{k}^{+}$and $D_{k}^{-}$, respectively. Representations with integral (half-odd integral) values of $m$ are single (double) valued representations of $O(2,1)$.

The form of the generators $J_{0}, J_{1}, J_{2}$ in each of the classes of UIR's listed above can be given by introducing an orthonormal basis consisting of eigenvectors of the generator $J_{0}$. Let us denote the elements of such a basis by $|m\rangle$. Then we have

$$
\begin{equation*}
J_{0}|m\rangle=m|m\rangle ;\left\langle m^{\prime} \mid m\right\rangle=\delta_{m^{\prime}, m} \tag{2.1}
\end{equation*}
$$

The action of the generators $J_{1}$ and $J_{2}$ in this basis is given by the following equations:

$$
\begin{align*}
& J_{1}|m\rangle=\frac{1}{2}[q+m(m+1)]^{\frac{1}{2}}|m+1\rangle \\
& \quad+\frac{1}{2}[q+m(m-1)]^{\frac{1}{2}}|m-1\rangle \\
& J_{2}|m\rangle=-\frac{i}{2}[q+m(m+1)]^{\frac{1}{2}}|m+1\rangle  \tag{2.2}\\
&+\frac{i}{2}[q+m(m-1)]^{\frac{1}{2}}|m-1\rangle
\end{align*}
$$

The value of the parameter $q$, and the range of values of $m$, is appropriate to the particular UIR.

We make a few remarks concerning the form of (2.2). From (1.6a) and (1.6b) it is clear that the operators $J_{1}, J_{2}$ transform as the components of a real two-dimensional vector under the $O(2)$ rotations generated by $J_{0}$. It is this tensor character of $J_{1}, J_{2}$ with respect to $O(2)$ that results in the selection rules $\Delta m= \pm 1$ for the matrix elements of $J_{1}, J_{2}$ in a basis made up of eigenvectors of $J_{0}$. In fact, the nonHermitian operators $J_{ \pm}=J_{1} \pm i J_{2}$ act as raising and lowering operators with respect to the eigenvalues of $J_{0}$, as is clear from the following commutation relations:

$$
\begin{equation*}
\left[J_{0}, J_{+}\right]=J_{+}, \quad\left[J_{0}, J_{-}\right]=-J_{-} . \tag{2.3}
\end{equation*}
$$

We are interested in examining the UIR's of $\operatorname{SU}(1,1)$ in a basis in which the generator $J_{2}$ is diagonal. In this case, ( 1.6 b ) and ( 1.6 c ) show that under the $O(1,1)$ transformations generated by $J_{2}, J_{0}$, and $J_{1}$ go over into linear combinations of themselves according to a
nonunitary reducible matrix representation of $O(1,1)$ :

$$
\begin{array}{ll}
\exp \left(i \zeta J_{2}\right): & J_{0} \rightarrow(\cosh \zeta) J_{0}-(\sinh \zeta) J_{1} \\
& J_{1} \rightarrow(-\sinh \zeta) J_{0}+(\cosh \zeta) J_{1} \tag{2.4}
\end{array}
$$

We can form combinations of $J_{0}, J_{1}$ which have commutation relations with $J_{2}$ analogous to (2.3). These combinations are $K_{ \pm}=J_{0} \pm J_{1}$, and we have

$$
\begin{equation*}
\left[J_{2}, K_{+}\right]=i K_{+}, \quad\left[J_{2}, K_{-}\right]=-i K_{-} . \tag{2.5}
\end{equation*}
$$

In contrast to the earlier case, we see that the combinations $J_{0} \pm J_{1}$ are real linear combinations of the generators, and that if we were to naively interpret $J_{0} \pm J_{1}$ as "raising" and "lowering" operators with respect to the eigenvalues of $J_{2}$, then under the application of these operators, the eigenvalue of $J_{2}$ gets shifted by $\pm i$. This of course does not make sense in a unitary representation of $\operatorname{SU}(1,1)$ because in that case $J_{2}$ is a self-adjoint operator with a purely real spectrum.

For the rest of the paper, we restrict ourselves to UIR's of the type (A), namely $C_{q}^{0}$ with $q \geq \frac{1}{4}$, and some of those of type (D), namely $D_{k}^{+}$with $k=1$, $2,3, \cdots$. The object will be to examine these UIR's in a basis where $J_{2}$ is diagonal, and attempt to interpret the commutation relations (2.5) in this basis. The UIR's $C_{q}^{0}, q \geq \frac{1}{4}$, are treated in Sec. III, and the UIR's $D_{l k}^{+}$, for integral $k \geq 1$, in Sec. IV.

## III. REPRESENTATIONS OF THE CONTINUOUS CLASS

For UIR's of the class $C_{q}^{\mathbf{0}}, \frac{1}{4} \leq q<\infty$, we may write

$$
\begin{equation*}
q=\frac{1}{4}+s^{2}, \quad 0 \leq s<\infty \tag{3.1}
\end{equation*}
$$

These UIR's can be realized by unitary transformations in a Hilbert space $H$ of (Lebesgue) squareintegrable functions ( $L^{2}$ functions) on the unit circle. ${ }^{6}$ Elements of $H$ correspond to functions $f(\varphi)$ of the real variable $\varphi$ varying in the range $0 \leq \varphi<2 \pi$. (This correspondence is of course only up to sets of measure zero; however, we will not state this repeatedly.) In the usual terminology of quantum mechanics, we think of $f(\varphi)$ as the "wavefunction" representing the abstract vector $f$ in the " $p$ basis." The inner product of an element $f$ with an element $h$, and the norm of an element $f$, denoted, respectively, by ( $f, h$ ) and $\|f\|$, are given by

$$
\begin{align*}
(f, h) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} d \varphi \overline{f(\varphi)} h(\varphi)  \tag{3.2}\\
\|f\| & =(f, f)^{\frac{1}{2}}<\infty
\end{align*}
$$

Let $g$ be an element of $S U(1,1)$, corresponding to a

[^51]matrix specified by the parameters $\alpha, \beta$ as in (1.1). To $g$ corresponds a unitary operator $U(g)$, and the wavefunction of the vector $U(g) f$ is given in terms of that of $f$ by
\[

\left.$$
\begin{array}{c}
{[U(g) f](\varphi)=\left|\bar{\alpha}-\beta e^{i \varphi}\right|^{-1-2 i s} f\left(\psi_{g}(\varphi)\right),} \\
e^{i \psi_{g}(\varphi)}=\frac{\alpha e^{i \varphi}-\bar{\beta}}{\bar{\alpha}-\beta e^{i \varphi}}, \quad 0 \leq \varphi, \quad \psi_{g}(\varphi)<2 \pi . \tag{3.3}
\end{array}
$$\right\}
\]

The operators $U(g)$, for fixed real $s \geq 0$, give the UIR $C_{q}^{0}$. The forms of the generators $J_{0}, J_{1}, J_{2}$ are obtained by specializing the element $g$ in (3.3) to the matrices of (1.9). One finds:

$$
\begin{align*}
& {\left[J_{0} f\right](\varphi)=\frac{1}{i} \frac{d f(\varphi)}{d \varphi},} \\
& {\left[J_{1} f\right](\varphi)=\frac{1}{i} \cos \varphi \frac{d f(\varphi)}{d \varphi}+i\left(\frac{1}{2}+i s\right) \sin \varphi f(\varphi),} \\
& {\left[J_{2} f\right](\varphi)=\frac{1}{i} \sin \varphi \frac{d f(\varphi)}{d \varphi}-i\left(\frac{1}{2}+i s\right) \cos \varphi f(\varphi) .} \tag{3.4}
\end{align*}
$$

Apart from $m$-dependent phase factors, the orthonormal basis states $|m\rangle$ of (2.1) correspond to the following functions:

$$
\begin{equation*}
|m\rangle \rightarrow e^{i m \varphi} . \tag{3.5}
\end{equation*}
$$

We would now like to convert this form of the UIR $C_{q}^{0}$ into a form where $J_{2}$ is diagonal. This is achieved by a change of variable as follows. ${ }^{7}$ We define a real variable $q$ as a function of $\varphi$ :

$$
\begin{align*}
e^{q} & =\tan \varphi / 2: & & 0 \leq \varphi \leq \pi  \tag{3.6}\\
e^{-q} & =\tan (\varphi-\pi) / 2: & & \pi \leq \varphi \leq 2 \pi
\end{align*}
$$

As $\varphi$ varies from 0 to $\pi$ (upper half of the circumference of the unit circle), $q$ varies continuously from $-\infty$ to $+\infty$, taking on each value in this range exactly once. As $\varphi$ varies from $\pi$ to $2 \pi$ (lower half of the circumference of the unit circle), $q$ goes continuously over the range $+\infty$ to $-\infty$, taking on each value once only. By this transformation, the circumference of the unit circle is mapped onto two real lines. The effect of this mapping on the functions $f(\varphi)$ must be specified next. If an element $f$ in $H$ is specified by the wavefunction $f(\varphi)$ in the $\varphi$ basis, we associate with it a new wavefunction in the $q$ basis. We define two functions $f_{1}(q), f_{2}(q)$ in terms of $f(\varphi)$ :

$$
\begin{array}{ll}
f_{1}(q)=[\cosh q]^{-\frac{1}{2}-i s} f(\varphi): & 0 \leq \varphi \leq \pi  \tag{3.7}\\
f_{2}(q)=[\cosh q]^{-\frac{1}{2}-i s} f(\varphi): & \pi \leq \varphi \leq 2 \pi
\end{array}
$$

[^52]The relation between $q$ and $\varphi$, for each range of $\varphi$, is as given in (3.6). Thus each wavefunction $f(\varphi)$ is replaced by two functions of $q$, one on each of the two real lines. The values of $f(\varphi)$ on the upper (lower) semicircle determine the function $f_{1}(q)\left[f_{2}(q)\right]$. Writing these as a two-component column vector, we may say that the correspondence between an element $f$ in $H$ and its wavefunction in the $q$ basis is given by

$$
\begin{equation*}
f \in H \rightarrow\binom{f_{1}(q)}{f_{2}(q)}, \quad-\infty<q<\infty \tag{3.8}
\end{equation*}
$$

It may be helpful to remark that the change of variable we have made from $q$ to $q$ is of the expected kind. The compact generator is associated with rotations of a circle, while the noncompact one is associated with translations of a line. So we expect a trigonometric function of $\varphi$ to be equal to a hyperbolic function of $q$.

The scalar product of two elements $f, h$ can be expressed in terms of the new wavefunctions by combining (3.2), (3.6), and (3.7). We get

$$
\begin{equation*}
(f, h)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d q\left[\overline{f_{1}(q)} h_{1}(q)+\overline{f_{2}(q)} h_{2}(q)\right] \tag{3.9}
\end{equation*}
$$

We see immediately that $H$ has been expressed as the direct sum of two Hilbert spaces, $H_{1}$ and $H_{2}$, each consisting of all (Lebesgue) square-integrable functions on the entire real line. It is important to realize that in order to "recover" all elements of $H$, we have to consider all wavefunctions of the type (3.8), in which $f_{1}(q)$ and $f_{2}(q)$ are independently chosen squareintegrable functions on the real line.

The next step is to express the generators $J_{0}, J_{1}, J_{2}$ as well as the unitary operators $U(g)$, in the new basis. Proceeding purely formally making use of (3.4), (3.6), and (3.7), we find:
$\left[J_{0} f\right]_{1}(q)=\frac{1}{i} \cosh q \frac{d f_{1}(q)}{d q}-i\left(\frac{1}{2}+i s\right) \sinh q f_{1}(q)$,
$\left[J_{0} f\right]_{2}(q)=\frac{-1}{i} \cosh q \frac{d f_{2}(q)}{d q}+i\left(\frac{1}{2}+i s\right) \sinh q f_{2}(q)$,
$\left[J_{1} f\right]_{1}(q)=\frac{-1}{i} \sinh q \frac{d f_{1}(q)}{d q}+i\left(\frac{1}{2}+i s\right) \cosh q f_{1}(q)$,
$\left[J_{1} f\right]_{2}(q)=\frac{1}{i} \sinh q \frac{d f_{2}(q)}{d q}-i\left(\frac{1}{2}+i s\right) \cosh q f_{2}(q)$,
$\left[J_{2} f\right]_{r}(q)=\frac{1}{i} \frac{d}{d q} f_{r}(q), \quad r=1,2$.
It is simple to write these expressions in block form (remembering that elements in $H$ are represented by two-component wavefunctions) and as differential
operators acting directly on wavefunctions:

$$
\begin{align*}
& J_{0}=\left[\frac{1}{i} \cosh q \frac{d}{d q}-i\left(\frac{1}{2}+i s\right) \sinh q\right] \otimes \sigma, \\
& J_{1}=\left[i \sinh q \frac{d}{d q}+i\left(\frac{1}{2}+i s\right) \cosh q\right] \otimes \sigma,  \tag{3.11}\\
& J_{2}=\frac{1}{i} \frac{d}{d q} \otimes \mathrm{I} .
\end{align*}
$$

At first sight, (3.11) indicates that all the generators $J_{0}, J_{1}, J_{2}$ leave the subspaces $H_{1}$ and $H_{2}$, consisting, respectively, of elements with $f_{2}(q)=0$ and $f_{1}(q)=0$, invariant. However, this certainly cannot be the case, since we are dealing with an irreducible representation of the group $S U(1,1)$. The point is that the linear differential operators (3.11) have been derived in a formal manner starting from (3.4); these differential operators by themselves do not determine the self-adjoint operators $J_{0}, J_{1}, J_{2}$, but must be supplemented by statements concerning the domains of the operators. It is the latter that show how the subspaces $H_{1}$ and $H_{2}$ are connected. We can see this in a somewhat simpler way, by directly expressing the effect of the unitary operator $U(g)$ on the wavefunctions $f_{\tau}(q)$. Let us consider the operator $J_{2}$ first. We specialize $g$ in (3.3) to members of the one-parameter subgroup generated by $J_{2}$, as given in (1.9c). Combining this with (3.3), (3.6), and (3.7), we find

$$
\begin{equation*}
\left[U\left(\exp \left(i \zeta J_{2}\right)\right) f\right]_{r}(q)=f_{r}(q+\zeta), \quad r=1,2 . \tag{3.12}
\end{equation*}
$$

This shows that the subgroup generated by $J_{2}$, and hence. $J_{2}$ itself, leaves $H_{1}$ and $H_{2}$ invariant. Considering next the case of $J_{0}$, we have to express the functions

$$
\left[U\left(\exp \left(i \mu J_{0}\right)\right) f\right]_{r}(q)
$$

in terms of $f_{r}(q)$. This can be done easily, but leads to rather cumbersome expressions. The essential point we wish to demonstrate, however, is that the subspaces $H_{1}$ and $H_{2}$ are not left invariant by $U\left(\exp \left(i \mu J_{0}\right)\right)$, and this can be seen directly as follows. In the $\varphi$ basis, we know from (1.9a) and (3.3) that

$$
\begin{equation*}
\left[U\left(\exp \left(i \mu J_{0}\right)\right) f\right](\varphi)=f(\varphi+\mu), \tag{3.13}
\end{equation*}
$$

namely $U\left(\exp \left(i \mu J_{0}\right)\right)$ just produces a rotation of the unit circle on which $f(\varphi)$ is defined. However, this means that a portion of the upper semicircle goes over into a portion of the lower one, and vice versa. In terms of the two real lines on which $f_{1}$ and $f_{2}$ are defined, this means that part of one real line gets mapped onto part of the other, and vice versa. In other words, the function

## $\left[U\left(\exp \left(i \mu J_{0}\right)\right) f\right]_{1}(q)$

is given, for $-\infty<q \leq \ln \cot \frac{1}{2} \mu$, in terms of the function $f_{1}$, and for $\ln \cot \frac{1}{2} \mu \leq q<\infty$, in terms of the function $f_{2}$. In a similar way, one can see that the function

$$
\left[U\left(\exp \left(i \mu J_{0}\right)\right) f\right]_{2}(q)
$$

is specified in terms of $f_{1}$ for a certain range of $q$, and in terms of $f_{2}$ over the rest. (We have assumed $0 \leq \mu \leq \pi$ for definiteness.) It is now clear that neither the unitary operators $U\left(\exp \left(i \mu J_{0}\right)\right)$, nor the self-adjoint generator $J_{0}$, leaves either $H_{1}$ or $H_{2}$ invariant. The same can be seen to be true of the operators $U\left(\exp \left(i v J_{1}\right)\right)$ and $J_{1}$. Thus, though the generators (3.10) appear to leave $H_{1}$ and $H_{2}$ invariant, they do not do so because of the nature of the domain of definition of the generators. For example, a vector $f$ in the domain of $J_{0}$ has components $f_{1}$ and $f_{2}$, in $H_{1}$ and $H_{2}$, which are constrained by one another and cannot be chosen completely independently. These constraints involve $f_{1,2}(q)$ at $q= \pm \infty$, and reflect the continuity and differentiability of the associated function $f(\varphi)$.

We could now go ahead and express $U(g)$, for the most general element $g$ in $S U(1,1)$, by means of its action on the wavefunction $f_{r}(q)$. This may be achieved by a series of variable changes using (3.3), (3.6), and (3.7). The results are however quite unwieldy, and are not given here. We instead next consider the question of the spectrum of the generator $J_{2}$, and of the nature of the generators $J_{0}$ and $J_{1}$ in a basis where $J_{2}$ is diagonal.

The effect of $J_{2}$, as well as of $U\left(\exp \left(i \zeta J_{2}\right)\right)$, on an element $f$ with wavefunctions $f_{r}(q)$, has been given in (3.10) and (3.12). By carrying out a Fourier transformation with respect to $q$, in each of the subspaces $H_{1}$ and $H_{2}$, we pass to a basis in which $J_{2}$ is diagonal. (The process of taking the Fourier transform of a square-integrable function on the real line is, of course, a unitary operation.) We denote the Fourier transforms of $f_{r}(q)$ by $f_{r}^{\prime}(p)^{8}$,

$$
\begin{equation*}
f_{r}^{\prime}(p)=(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-i p q} f_{r}(q) d q, \quad r=1,2 . \tag{3.14}
\end{equation*}
$$

In this " $p$ representation," a vector $f$ is represented by the wavefunctions $f_{r}^{\prime}(p)$. The scalar product (3.9) reads

$$
\begin{equation*}
(f, h)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d p\left[\overline{f_{1}^{\prime}(p)} h_{1}^{\prime}(p)+\overline{f_{2}^{\prime}(p)} h_{2}^{\prime}(p)\right] \tag{3.15}
\end{equation*}
$$

[^53]In this basis, $J_{2}$ is diagonal, since we have

$$
\begin{gather*}
{\left[J_{2} f\right]_{r}^{\prime}(p)=p f_{r}^{\prime}(p),}  \tag{3.16}\\
{\left[U\left(\exp \left(i \zeta J_{2}\right)\right) f\right]_{r}^{\prime}(p)=e^{i \zeta_{5} n} f_{r}^{\prime}(p), \quad r=1,2 .}
\end{gather*}
$$

We see explicitly that the spectrum of $J_{2}$ consists of the entire real line, and in fact every "eigenvalue" appears twice, corresponding to the two values of the index $r$. This is in accord with the statement of Bargmann, ${ }^{9}$ and is characteristic of the UIR's $C_{q}^{0}$.

We consider next the generators $J_{0}$ and $J_{1}$ in this basis. Since the spectrum of $J_{2}$ is continuous, it has no normalizable eigenvectors. We can, however, introduce "ideal" eigenvectors, subjected to a deltafunction normalization, analogous to momentum eigenstates in quantum mechanics. We can then say that the "basis" for $H$ is made up of the ideal vectors

$$
\begin{equation*}
|p, r\rangle: \quad-\infty<p<+\infty, \quad r=1,2, \tag{3.17}
\end{equation*}
$$

with the properties

$$
\begin{align*}
\left\langle p^{\prime}, r^{\prime} \mid p, r\right\rangle & =\delta\left(p^{\prime}-p\right) \delta_{r^{\prime} r}  \tag{3.18}\\
J_{2}|p, r\rangle & =p|p, r\rangle
\end{align*}
$$

A normalizable vector is expanded in this basis by using its wavefunction as coefficients in the expansion

$$
\begin{equation*}
f \rightarrow|f\rangle=\sum_{r} \int_{-\infty}^{\infty} d p f_{r}^{\prime}(p)|p, r\rangle . \tag{3.19}
\end{equation*}
$$

We form the linear combinations $K_{ \pm}=J_{0} \pm J_{1}$ which appear as "raising" and "lowering" operators with respect to $J_{2}$ [cf. Eq. (2.5)]; in the $q$ representation, we have

$$
\begin{equation*}
K_{ \pm}=e^{\mp q}\left[\frac{1}{i} \frac{d}{d q} \pm i\left(\frac{1}{2}+i s\right)\right] \otimes \sigma_{3} . \tag{3.20}
\end{equation*}
$$

We would now like to interpret the commutation relations (2.5), and see how $K_{ \pm}$behave in the $p$ representation ( $J_{2}$ diagonal). It turns out that the essential feature in the understanding of (2.5) is already seen when we consider the simpler operators

$$
\begin{align*}
K_{ \pm}^{(0)} & =e^{\mp q}=\lim _{s \rightarrow \infty}\left(K_{ \pm} /-s\right),  \tag{3.21}\\
J_{2} & =(1 / i) d / d q .
\end{align*}
$$

They obey the commutation relations

$$
\begin{align*}
{\left[J_{2}, K_{ \pm}^{(0)}\right] } & = \pm i K_{ \pm}^{(0)} \\
{\left[K_{+}^{(0)}, K_{-}^{(0)}\right] } & =0 . \tag{3.22}
\end{align*}
$$

In dealing with the generators $J_{2}, K_{ \pm}^{(0)}$, we can drop the multiplicity label $r$, and restrict ourselves to the subspace $H_{1}$. The operators (3.21) generate the Poincaré group in one space and one time dimension.

[^54]In that case, there is no degeneracy index $r$; however, in the case of interest to us, namely $S U(1,1)$, the index $r$ is essential. In the interest of simplicity, and of presenting the main points as clearly as possible, we first examine the operators (3.21).

Let us consider the operator $K_{+}^{(0)}$. In the $q$ basis, a vector $f$ in $H$ with wavefunction $f(q)$ will lie in the domain $K_{+}^{(0)}$ if and only if

$$
\begin{equation*}
\left\|K_{+}^{(0)} f\right\|^{2}=\int_{-\infty}^{\infty} e^{-2 q}|f(q)|^{2} d q<\infty \tag{3.23}
\end{equation*}
$$

in addition to

$$
\begin{equation*}
\|f\|^{2}=\int_{-\infty}^{\infty}|f(q)|^{2} d q<\infty \tag{3.24}
\end{equation*}
$$

Clearly, (3.23) imposes severe restrictions on $f(q)$ as $q \rightarrow-\infty$. If this vector $f$ is also in the domain of $J_{2}$, we have

$$
\begin{equation*}
\left[J_{2} f\right](q)=(1 / i)[d f(q) / d q] . \tag{3.25}
\end{equation*}
$$

Let us write

$$
\begin{equation*}
K_{+}^{(0)} f=h, \quad h(q)=e^{-q} f(q) . \tag{3.26}
\end{equation*}
$$

To see the behavior of $K_{+}^{(0)}$ when $J_{2}$ is diagonal, we must relate the Fourier transform of $h(q)$ to that of $f(q)$. From the fact that $h(q)$ is normalizable, we expect that the Fourier transform of $f(q)$ can be analytically continued into the lower half of the complex plane. By means of standard theorems on Fourier and Laplace transforms, ${ }^{10}$ we find that if (3.23) and (3.24) both hold, then we can define a function $\psi$ of a complex variable $z=p-i x$ by

$$
\begin{equation*}
\psi(p-i \alpha)=(2 \pi)^{-\frac{1}{2}} \underset{R \rightarrow \infty}{\operatorname{li.m} .} \int_{-R}^{R} e^{-i p q-\alpha q} f(q) d q . \tag{3.27}
\end{equation*}
$$

If $-1 \leq-\alpha=\operatorname{Im} z \leq 0$, the integral converges in the sense of the limit in the mean (li.m.) to the function $\psi(p-i \alpha)$. For $\alpha=0, \psi(p)$ is just the Fourier transform of $f(q)$, while for $\alpha=1, \psi(p-i)$ is the Fourier transform of $h(q)$. If $-1<-\alpha<0$, then we can even write

$$
\begin{equation*}
\psi(z)=(2 \pi)^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-i z q} f(q) d q, \quad z=p-i \alpha \tag{3.28}
\end{equation*}
$$

and the integral is in fact absolutely convergent. Furthermore, for $-1<\operatorname{Im} z<0$, (3.28) defines an analytic function of $z$. Finally, the Fourier transforms of $f(q)$ and $h(q)$, namely $\psi(p)$ and $\psi(p-i)$, are boundary values, in the li.m. sense, of the analytic function $\psi(z)$ as $\operatorname{Im} z$ approaches 0 and -1 , respectively. It should also be mentioned that, for $-1<$ $\operatorname{Im} z<0, \psi(z)$ is square integrable with respect to $\operatorname{Re} z=p$ from $-\infty$ to $+\infty$.

[^55]We conclude that if a vector $f$ in $H$ is such that both $f$ and $K_{+}^{(0)} f$ have finite norms, then, in the $p$ representation ( $J_{2}$ diagonal) the wavefunction $f^{\prime}(p)$ is the boundary value on the real axis (in the li.i.m. sense) of an analytic function $\psi(z)$, which is analytic at least for $-1<\operatorname{Im} z<0$; we can then define a new normalizable wavefunction, $f^{\prime}(p-i)$, as the boundary value (in the l.i.m. sense) of $\psi(z)$ as $\operatorname{Im} z \rightarrow-1$; and we have

$$
\begin{equation*}
\left[K_{+}^{(0)} f\right]^{\prime}(p)=f^{\prime}(p-i) . \tag{3.29}
\end{equation*}
$$

The fact that both $f^{\prime}(p)$ and $f^{\prime}(p-i)$ are boundary values in the l.i.m. sense of the analytic function $\psi(z)$ is consistent with the fact that wavefunctions can be specified only up to sets of measure zero. However, this is all that is needed to completely specify the abstract vector in the Hilbert space. Written in terms of the ideal eigenvectors of $J_{2}$, we have

$$
\begin{align*}
K_{+}^{(0)}|f\rangle & =K_{+}^{(0)} \int_{-\infty}^{\infty} f^{\prime}(p)|p\rangle d p \\
& =\int_{-\infty}^{\infty} f^{\prime}(p-i)|p\rangle d p \tag{3.30}
\end{align*}
$$

If $|f\rangle$ is also in the domain of $J_{2}$, then we can write

$$
\begin{equation*}
J_{2}|f\rangle=J_{2} \int_{-\infty}^{\infty} f^{\prime}(p)|p\rangle d p=\int_{-\infty}^{\infty} p f^{\prime}(p)|p\rangle d p . \tag{3.31}
\end{equation*}
$$

Thus we see that when $J_{2}$ is diagonal, it is meaningless to talk of the effect of applying the raising operator $K_{+}^{(0)}$ to an ideal eigenvector of $J_{2} . K_{+}^{(0)}$ may be applied only to those "linear combinations" of the ideal eigenvectors of $J_{2}$, which are vectors of finite norm, and are such that the wavefunctions $f^{\prime}(p)$ appearing in the linear combination permit a unique analytic continuation into the lower half of the complex plane up to at least unit distance away from the real axis. Then the effect of $K_{+}^{(0)}$ is given by Eqs. (3.29) or (3.30). If a vector $|f\rangle$ is such that both $J_{2}$ and $K_{+}^{(0)}$ and their products may be applied to it, then we can use Eqs. (3.30) and (3.31) and check explicitly that

$$
\begin{equation*}
\left[J_{2}, K_{+}^{(0)}\right]|f\rangle=i K_{+}^{(0)}|f\rangle . \tag{3.32}
\end{equation*}
$$

The situation is similar for the case of $K_{-}^{(0)}$, except that analytic continuations of wavefunctions into the upper half plane are involved. As for the operators $J_{0}^{(0)}$ and $J_{1}^{(0)}$, they may only be applied to states with wavefunctions permitting analytic continuations into both the upper and lower halves of the complex plane. (The eigenvalues of $J_{2}$ lie along the real axis in this complex plane!)

Returning to the more complicated but realistic case of the operators $K_{ \pm}$, or $J_{0}$ and $J_{1}$, we do not examine them in any detail, but limit ourselves to a
few comments. In this case, two new features appear, namely we have the multiplicity label $r$, as well as the differential operators $d / d q$ in $J_{0}$ and $J_{1}$. However, the basic feature that the domains of $J_{0}$ and $J_{1}$ consist of states with boundary values of analytic functions as wavefunctions, in the basis where $J_{2}$ is diagonal, remains, and it is this that permits a simple understanding of the commutation rules (II.5). ${ }^{11}$ Operating formally with (3.20), we find

$$
\begin{align*}
& {\left[K_{+} f\right]_{r}^{\prime}(p)= \pm\left(p-s-\frac{i}{2}\right) f_{r}^{\prime}(p-i)}  \tag{3.33}\\
& {\left[K_{-} f\right]_{r}^{\prime}(p)= \pm\left(p+s+\frac{i}{2}\right) f_{r}^{\prime}(p+i)}
\end{align*}
$$

(The plus sign corresponds to $r=1$, the minus sign to $r=2$.) These equations may be thought of as the equivalents, when $J_{2}$ is diagonal, to the equations that are valid when $J_{0}$ is diagonal:

$$
\begin{equation*}
J_{ \pm}|m\rangle=\left( \pm i m+s+\frac{1}{2} i\right)|m \pm 1\rangle \tag{3.34}
\end{equation*}
$$

These are the same as (2.2) except for some phase changes in the basis states. Note also that (3.33) is a statement using wavefunctions, while (3.34) involves basis states. More details on these and related points will be discussed elsewhere.

## IV. REPRESENTATIONS OF THE DISCRETE CLASS

In this section, we consider the UIR's of $S U(1,1)$ of the type $D_{k}^{+}, k=1,2, \cdots$. These may be realized via unitary transformations in a Hilbert space $H_{k}$ of analytic functions of a complex variable $z .{ }^{12}$ Elements of $H_{k}$ correspond to functions $f(z)$ which are analytic and free of singularities in the open unit circle $|z|<1$. The scalar product and norm are defined as follows:

$$
\begin{align*}
(f, h)_{k} & =\frac{2 k-1}{\pi} \int\left(1-|z|^{2}\right)^{2 k-2} \overline{f(z)} h(z) d^{2} z  \tag{4.1}\\
\|f\|_{k} & =(f, f)_{k}^{\frac{1}{2}}<\infty .
\end{align*}
$$

Since the definition of the inner product depends on $k$, we have added the subscript $k$ to the expressions above. The integration extends over the interior of the unit circle. The unitary transformation $U(g)$ representing an element $g$ of $S U(1,1)$ is given by

$$
\begin{equation*}
[U(g) f](z)=[\bar{\alpha}+i \beta z]^{-2 k} f\left(\frac{\alpha z-i \bar{\beta}}{\bar{\alpha}+i \beta z}\right) . \tag{4.2}
\end{equation*}
$$

[The connection between $g$ and $\alpha, \beta$ is given in (1.1).] The expressions for the generators can be found by

[^56]taking $g$ to be the special elements corresponding to the matrices (1.9). They are
\[

$$
\begin{align*}
& {\left[J_{0} f\right](z)=k f(z)+z(d f(z) / d z)} \\
& {\left[J_{1} f\right](z)=-i k z f(z)+\frac{1}{2} i\left(1-z^{2}\right)(d f(z) / d z)}  \tag{4.3}\\
& {\left[J_{2} f\right](z)=-k z f(z)-\frac{1}{2}\left(1+z^{2}\right)(d f(z) / d z)}
\end{align*}
$$
\]

The orthonormal basis states $|m\rangle$ of (2.1) correspond to positive integral powers of $z$ :

$$
\begin{array}{r}
|m\rangle \rightarrow\left[\frac{(k+m-1)!}{(m-k)!(2 k-1)!}\right]^{\frac{1}{2}} z^{m-k} \\
m=k, k+1, \cdots \tag{4.4}
\end{array}
$$

It is convenient to effect the diagonalization of $J_{2}$ in two stages. In the first stage, we change the complex variable $z$ to another complex variable $\omega$, by the formula

$$
\begin{equation*}
z=i \frac{\omega-i}{\omega+i}, \quad \omega=-i \frac{z+i}{z-i} \tag{4.5}
\end{equation*}
$$

The purpose of this transformation is to map the interior of the unit circle in the $z$ plane onto the open upper halfplane in $\omega$ :

$$
\begin{equation*}
|z|<1 \Rightarrow \operatorname{Im} \omega>0 \tag{4.6}
\end{equation*}
$$

The circumference of the unit circle in $z$ is mapped onto the real line in $\omega$ : if we write $z=e^{i f}$, then $-\frac{1}{2} \pi \leq \varphi \leq \frac{1}{2} \pi$ corresponds to $0 \leq \omega<\infty$, and $\frac{1}{2} \pi \leq \varphi \leq \frac{3}{2} \pi$ corresponds to $-\infty<\omega \leq 0$. The imaginary $z$ axis, $z=i \rho,-1 \leq \rho \leq 1$, goes into the whole of the positive imaginary axis in $\omega$.

The change in wavefunction from an analytic function $f(z)$ to an analytic function in $\omega$ is defined by ${ }^{13}$

$$
\begin{equation*}
f(z) \rightarrow f_{1}(\omega)=\frac{1}{(\omega+i)^{2 k}} f(z) \tag{4.7}
\end{equation*}
$$

[Both wavefunctions $f(z)$ and $f_{1}(\omega)$ represent the same abstract vector $f$ in $H_{k}$.] Using (4.7), we express the scalar product and the generators in terms of $\omega^{14}$ :

$$
\begin{align*}
& (f, h)_{k}=\frac{2 k-1}{\pi} 4^{2 k-1} \int_{-\infty}^{\infty} d(\operatorname{Re} \omega) \\
& \quad \times \int_{0}^{\infty} d(\operatorname{Im} \omega) \overline{f_{1}(\omega)} h_{1}(\omega)(\operatorname{Im} \omega)^{2 k-2}  \tag{4.8}\\
& {\left[J_{0} f\right]_{1}(\omega)=-i k \omega f_{1}(\omega)-\frac{1}{2} i\left(1+\omega^{2}\right) \frac{d f_{1}(\omega)}{d \omega}} \\
& {\left[J_{1} f\right]_{1}(\omega)=-i k \omega f_{1}(\omega)+\frac{1}{2} i\left(1-\omega^{2}\right) \frac{d f_{1}(\omega)}{d \omega}}  \tag{4.9}\\
& {\left[J_{2} f\right]_{1}(\omega)=i k f_{1}(\omega)+i \omega \frac{d f_{1}(\omega)}{d \omega}}
\end{align*}
$$

[^57]It is clear that the wavefunctions $f_{1}(\omega)$ corresponding to vectors in $H_{k}$ are analytic and free from singularities in the upper $\omega$ half plane. As a matter of fact, in addition to being analytic for $\operatorname{Im} \omega>0$, the admissible functions $f_{1}(\omega)$ must obey certain extra conditions, related to the behavior of $f_{1}(\omega)$ on the real axis and at the point at infinity. ${ }^{15}$

In order to effect the diagonalization of $J_{2}$, we need to use a special representation of the functions $f_{1}(\omega)$. For this, we momentarily restrict ourselves to a dense subset of $H_{k}$ which would correspond, in the description in terms of the variable $z$, to functions which can be analytically continued outside the unit circle [in addition to being normalizable in the sense of (4.1)]. For example, such a dense subset of $H_{k}$ is provided by the set of all finite power series in $z$, or the set of all entire functions of $z$. The normalizability of the corresponding functions $f_{1}(\omega)$, together with their analyticity properties, imply that the $f_{1}(\omega)$ can be represented for all $\omega$ in terms of their boundary values as $\omega$ approaches the positive real axis from above. This is achieved via the Mellin transform of $f_{1}(\omega) .{ }^{16}$ By using this representation, we can rewrite the expression for the scalar product and the norm of elements in $H_{k}$ in a form which involves only the values of $f_{1}(\omega)$ on the positive real axis. Having obtained this form, we can then recover all of $H_{k}$ from the dense subset of $H_{k}$ by the standard method of completion. Explicitly, then, $f_{1}(\omega)$ may be represented in the following fashion:

$$
\begin{equation*}
f_{1}(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d p \omega^{i p-k} \int_{0}^{\infty} f_{1}(x+i \epsilon) x^{k-i p-1} d x \tag{4.10}
\end{equation*}
$$

Here, we use the variable $x$ when $\omega$ approaches the positive real axis from above, and the complex power of $\omega$ is defined unambiguously for $\operatorname{Im} \omega>0$ by the convention:

$$
\begin{gather*}
\omega^{i p-k}=e^{(i p-k) \ln \omega} \\
\ln \omega=\ln |\omega|+i \arg \omega, \quad 0<\arg \omega<\pi \tag{4.11}
\end{gather*}
$$

Actually, the variable $x$ is not the most natural one for our purposes. We instead use $q$ defined by

$$
\begin{equation*}
x=e^{q} ; \quad-\infty<q<\infty \tag{4.12}
\end{equation*}
$$

So that the positive real $x$ axis corresponds to the entire real axis in $q$. At the same time, we use in place of $f_{1}(x+i \epsilon)$ a new wavefunction in terms of $q$, given by

$$
\begin{equation*}
\tilde{f}(q)=x^{k} f_{1}(x+i \epsilon) \tag{4.13}
\end{equation*}
$$

The result of all these manipulations is to yield an

[^58]expression for the analytic functions $f_{1}(\omega)$ in terms of the new wavefunctions $\tilde{f}(q)$ :
\[

$$
\begin{equation*}
f_{1}(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d p \omega^{i p-k} \int_{-\infty}^{\infty} d q e^{-i p q} \tilde{f}(q) \tag{4.14}
\end{equation*}
$$

\]

We must now use (4.14) to write the scalar product of two vectors in $H_{k}$ in terms of their wavefunctions in the $q$ basis. It is, however, instructive to first evaluate the forms of the generators $J_{0}, J_{1}$, and $J_{2}$, as they act on wavefunctions $\tilde{f}(q)$, and then rewrite the scalar product. For this purpose, we need to restrict ourselves to wavefunctions $\tilde{f}(q)$ lying in the domain of one of these generators such that its Fourier transform permits certain analytic continuations into the complex plane. Such wavefunctions of course constitute a dense subset of $H_{k}$. We find quite easily:
$\left[J_{0} f\right]^{\sim}(q)=(1 / i) \cosh q[d \tilde{f}(q) / d q]-i k \sinh q \tilde{f}(q)$,
$\left[J_{1} f\right]^{\sim}(q)=i \sinh q[d \tilde{f}(q) / d q]+i k \cosh q \tilde{f}(q), \quad(4.15)$
$\left[J_{2} f\right]^{\sim}(q)=(1 / i) d \tilde{f}(q) / d q$.
Before going any further, let us remark that these forms for the generators are practically identical to those in (3.11), except that the parameter $s$ in the latter equations has been "analytically continued" to a complex value $-i k+\frac{1}{2} i$. Thus the representation of vectors by wavefunctions in the $q$ variable, as introduced above, is the analogue for the representations $D_{k}^{+}$to the $q$ representation we found for the representations $C_{q}^{0}$ in Sec . III.

The generators (3.11) for the $C_{q}^{0}$ representations are symmetric (i.e., Hermitian) operators with respect to the ordinary local scalar product in $q$ space, Eq. (3.9). However, this is so only as long as $s$ is real, and we should expect that the metric in $q$ space, with respect to which the generators (4.15) are formally Hermitian, will be a nonlocal (though positive definite and translation invariant) one. We now proceed to work out the expression for the scalar product. We use the representation (4.14) in (4.8), and use polar coordinates for the $\omega$ integration in (4.8). With the aid of the formula ${ }^{17}$

$$
\begin{equation*}
\int_{0}^{\pi} d \theta e^{-2 p \theta}(\sin \theta)^{2 k-2}=\frac{\pi}{4^{k-1}} \frac{e^{-\pi p} \Gamma(2 k-1)}{\Gamma(k+i p) \Gamma(k-i p)}, \tag{4.16}
\end{equation*}
$$

we derive

$$
\begin{align*}
(f, h)_{k} & =4^{k-1} \frac{\Gamma(2 k)}{\pi} \int_{-\infty}^{\infty} d p[\Gamma(k+i p) \Gamma(k-i p)]^{-1} e^{-\pi p} \\
& \left.\times\left\{\int_{-\infty}^{\infty} d q^{\prime} e^{i p q^{\prime}} \overline{f\left(q^{\prime}\right)}\right)\right\}\left(\int_{-\infty}^{\infty} d q e^{-i p q} \tilde{h}(q)\right\} . \tag{4.17}
\end{align*}
$$

[^59]It is tempting to try and write this in the form

$$
\begin{equation*}
(f, h)_{k}=\int_{-\infty}^{\infty} d q^{\prime} \int_{-\infty}^{\infty} d q \overline{\tilde{f}\left(q^{\prime}\right)} K\left(q^{\prime}-q\right) \tilde{h}(q), \tag{4.18}
\end{equation*}
$$

with the kernel $K(q)$ being the expression

$$
\begin{equation*}
K(q)=4^{k-1} \frac{\Gamma(2 k)}{\pi} \int_{-\infty}^{\infty} e^{-\pi y} e^{i p q} \frac{d p}{\Gamma(k+i p) \Gamma(k-i p)} . \tag{4.19}
\end{equation*}
$$

If this were possible, then the kernel $K(q)$ would be the representative in $q$ space of a local, positive definite metric in $p$ space with a real, positive definite weight function $\rho(p)$, where

$$
\begin{equation*}
\rho(p)=4^{k-1} \frac{\Gamma(2 k)}{\pi}\left(e^{-\pi y} / \Gamma(k+i p) \Gamma(k-i p)\right) . \tag{4.20}
\end{equation*}
$$

However, this way of writing the metric in $q$ space, namely as in (4.18), must be viewed as just a formal rewriting of (4.17), since $\rho(p)$ increases too fast as $p \rightarrow-\infty$ to allow $K(q)$ to exist as an ordinary function. Strictly speaking, then one just finds the forms (4.15) for the generators, together with the metric (4.17), in the $q$ basis.

In spite of this situation in the $q$ basis, the diagonalization of $J_{2}$ can be effected, and as a matter of fact the scalar product (4.17) already appears in a form that can be directly interpreted as a positive-definite local scalar product in the $p$ space ( $J_{2}$ diagonal). We define the $p$ space wavefunctions by

$$
\begin{equation*}
f^{\prime}(p)=\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\infty} e^{-i v q} \tilde{f}(q) d q, \tag{4.21}
\end{equation*}
$$

and the scalar product is

$$
\begin{equation*}
(f, h)_{k}=2 \pi \int_{-\infty}^{\infty} \rho(p) \overline{f^{\prime}(p)} h^{\prime}(p) d p \tag{4.22}
\end{equation*}
$$

$J_{2}$ is diagonal in this basis:

$$
\begin{equation*}
\left[J_{2} f\right]^{\prime}(p)=p f^{\prime}(p) \tag{4.23}
\end{equation*}
$$

It seems that the existence of a complicated expression for the scalar product is forced on us if we wish to have the generators in as close a form as possible to the case of the UIR's $C_{q}^{0}$, namely in the form (4.15). It should be possible to introduce a basis ( $q^{\prime}$ basis, say), with $J_{2}$ being the generator of translations in $q^{\prime}$, in such a way that the scalar product of two wavefunctions is given by the usual local expression, i.e., with no nonlocal kernel appearing in the $q^{\prime}$ integration. However, in such a basis, the generators $J_{0}$ and $J_{1}$ would be considerably different from (4.15). We hope to discuss these questions, as also the precise properties of the permissible wavefunctions $\tilde{f}(q)$, and
the nature of the Fourier-transform operation (4.21) in the context of the scalar products (4.17) and (4.22), on another occasion.

We conclude by noting that according to the considerations above, the spectrum of $J_{2}$ consists of the entire real line, and that every eigenvalue of $J_{2}$ occurs just once. This is in accord with the statement of Bargmann ${ }^{18}$ and is characteristic of the representations of the discrete classes, $D_{k}^{ \pm}$. Finally, the effects of the generators $J_{0}$ and $J_{1}$ on a wavefunction $f^{\prime}(p)$ which can be analytically continued in $p$ is given by equations exactly like (3.33) except that $s$ is replaced by $-i k+\frac{1}{2} i$.

## CONCLUSION

In this paper, we have attempted to cast some of the unitary irreducible representations of the group $S U(1,1)$ into a form in which the generator of a noncompact subgroup $O(1,1)$ is diagonal. For the representations of the continuous class, we have recovered the result that the spectrum of this noncompact generator consists of the entire real line, and that each eigenvalue appears twice; for the representations of the discrete class we have found the expected result that the spectrum of the noncompact generator is again the real line, but with no multiplicity of eigenvalues. We have also seen that when the noncompact generator is diagonal, the domain of the other generators of $S U(1,1)$ consists of vectors whose wavefunctions are boundary values of analytic

[^60]functions, and thus permit a unique continuation into the complex plane. In this way we have been able to understand the rather unusual commutation relations which at first sight suggest that the eigenvalues of a self-adjoint operator could be shifted by an imaginary amount $\pm i$.

It is interesting to note that in a suitable basis related in a simple way to the diagonalization of a noncompact generator, the generators of $S U(1,1)$ in both the continuous-class representations and the discrete-class representations, (3.11) and (4.15), have the same analytic form, the only difference being in the parameter related to the Casimir invariant of the representation. In a sense, this is analogous to the fact that in the $O(2)$ basis, the matrix elements of the generators can be given in a universal fashion, valid for all classes of representations [Eq. (2.2)]. This is in the spirit of the method of the Master Analytic Representation. ${ }^{19}$
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#### Abstract

The spin-weighted functions introduced recently are shown to be eigenfunctions of the total angular momentum for appropriately defined geometric objects on the sphere, namely the Pensov objects.


## 1. INTRODUCTION

IN a recent work ${ }^{1}$ it has been found useful to introduce a class of functions ${ }_{s} Y_{l m}$ defined on the sphere. The ${ }_{s} Y_{l m}$ can be considered as generalized spherical functions. These functions appear also in the theory of representations of the rotation group. ${ }^{2,3}$ Our aim is to formulate a geometric theory of the ${ }_{s} Y_{l m}$. Our method is the following: The group of rotations is characterized by three operators generating infinitesimal motions and by their Lie algebra. Realization of the operators is not unique. A general method of constructing various realizations consists in the following: We choose an arbitrary geometric quantity on the sphere and calculate the Lie derivative with respect to generators of infinitesimal motions (i.e., Killing vectors). Commutation relations of the Lie derivatives do not depend on a geometric quantity, but only on the generating vectors. ${ }^{4.5}$ Accordingly, every geometric quantity $\phi$ (indices suppressed) on the sphere generates a particular realization of the Lie algebra of the group of rotations. We can associate with every realization a set of orthogonal functions, namely the solutions of the eigenvalue problem

$$
\begin{align*}
&-\left(\begin{array}{c}
£^{2}+\mathfrak{£}^{2} \\
\xi_{1} \\
\xi_{2}
\end{array}+\underset{\xi_{3}}{£^{2}}\right) \phi=\lambda \phi, \\
&- \underset{\xi_{3}}{£} \phi=\sigma \phi, \tag{1.1}
\end{align*}
$$

where $£_{\xi_{n}}$ denotes the Lie derivative with respect to

$$
\begin{equation*}
\stackrel{\left(n^{\prime}\right)}{\Omega}=\frac{\left[A_{1}^{1^{\prime}}+A_{2}^{2^{\prime}}-i\left(A_{1}^{2^{\prime}}-A_{2}^{1^{\prime}}\right)\right] \stackrel{(n)}{\Omega}+A_{1}^{1^{\prime}}-A_{2}^{2^{\prime}}-i\left(A_{1}^{2^{\prime}}+A_{2}^{1^{\prime}}\right)}{\left[A_{1}^{1^{\prime}}-A_{2}^{2^{\prime}}+i\left(A_{1}^{2^{\prime}}+A_{2}^{1^{\prime}}\right)\right] \stackrel{(n)}{\Omega}+A_{1}^{1^{\prime}}+A_{2}^{2^{\prime}}-i\left(A_{2}^{1^{\prime}}-A_{1}^{2^{\prime}}\right)} \tag{2.1}
\end{equation*}
$$

It is a well known fact that every two-dimensional Riemannian space is conformally flat. Consequently,

[^62]the $n$th Killing vector. If for example $\phi$ is an invariant, Eq. (1.1) determines the usual spherical functions. Accordingly, our problem is to identify that particular geometric quantity which generates the ${ }_{s} Y_{l m}$. It follows from the nature of the ${ }_{s} Y_{l m}$ that it should be a one-component geometric quantity.

## 2. THE PENSOV OBJECTS

Classification of one-component differential geometric objects has been given by Pensov. ${ }^{6}$ He finds that in $V_{2}$ (and only in $V_{2}$ ) there exists nonlinear objects with the transformation rule ${ }^{5}$

$$
\stackrel{\left(n^{\prime}\right)}{\Omega}=\frac{{A_{1}^{1^{\prime}} \stackrel{(n)}{\Omega}+A_{2}^{1^{\prime}}}_{A_{1}^{2^{\prime}} \Omega(n)}^{\Omega}+A_{2}^{2^{\prime}}}{}
$$

where $A_{\lambda}^{n^{\prime}}=\partial_{\lambda} x_{\lambda}^{n^{\prime}}$. The ratio of the components of a contravariant vector is an example of the object $\Omega$. We shall call objects similar to $\Omega$ the Pensov objects. Any function of the form

$$
\Omega=\frac{a v^{1}+b v^{2}}{c v^{1}+d v^{2}}
$$

where $v^{\mu}$ are contravariant components of a vector and $a d-b c \neq 0$ is also a geometric object. The case $a=c=1, d=-b=i=-1^{\frac{1}{2}}$ is particularly interesting. The transformation rule of the object in this case has the form
we can without loss of generality assume the line element of $V_{2}$ to be of the form

$$
\begin{equation*}
d s^{2}=f\left(x^{1}, x^{2}\right)\left[\left(d x^{1}\right)^{2}+\left(d x^{2}\right)^{2}\right] \tag{2.2}
\end{equation*}
$$

and restrict our transformation group to the subgroup of conformal motions of the line element (2.2). Conformal motions satisfy the Cauchy-Riemann conditions $\quad A_{1}^{1^{\prime}}=A_{2}^{2^{\prime}}, \quad A_{2}^{1^{\prime}}=-A_{1}^{2^{\prime}}$.
In this case the transformation rule (2.1) assumes the
form

$$
\stackrel{\left(n^{\prime}\right)}{\Omega}=\frac{A_{1}^{1^{\prime}}-i A_{1}^{2^{\prime}}}{A_{1}^{1^{\prime}}+i A_{1}^{2^{\prime}}} \stackrel{(n)}{\Omega}
$$

[^63]This means that with respect to the subgroup of conformal motions the object $\Omega$ is linear and homogeneous, i.e., is a geometric quantity. ${ }^{7}$ It is clear that we can introduce a set of generalized quantities $\Omega_{(s)}=\Omega^{s / 2}$, where $s$ is an arbitrary number, with the transformation rule

$$
\stackrel{\left(n^{\prime}\right)}{\Omega_{(s)}}=\left(\frac{A_{1}^{1^{\prime}}-i A_{1}^{2^{\prime}}}{A_{1}^{1^{\prime}}+i A_{1}^{2^{\prime}}}\right)^{s / 2(n)} \stackrel{\Omega_{(s)}}{ }
$$

## 3. THE COVARIANT AND LIE DERIVATIVES OF PENSOV OBJECTS

It is convenient to introduce a complex coordinate system

$$
\begin{aligned}
& y^{1}=x^{1}+i x^{2}, \quad y^{1^{\prime}}=x^{1^{\prime}}+i x^{2^{\prime}} \\
& y^{2}=x^{1}-i x^{2}, \quad y^{2^{\prime}}=x^{1^{\prime}}-i x^{2^{\prime}}
\end{aligned}
$$

In a new coordinate system the Cauchy-Riemann conditions assume the form $A_{2}^{1^{\prime}}=A_{1}^{2^{\prime}}=0$, where now $A_{\lambda}^{n^{\prime}}=\partial_{\lambda} y^{n^{\prime}}$. The transformation rule of the object $\Omega_{(s)}$ has the form

$$
\begin{equation*}
\stackrel{\left(n^{\prime}\right)}{\Omega}=\left(\frac{A_{2}^{2^{\prime}}}{A_{1}^{1^{\prime}}}\right)^{s / 2(n)} \Omega_{(s)} \tag{3.1}
\end{equation*}
$$

Let us differentiate Eq. (3.1) with respect to $y^{\mu^{\prime}}$. Taking into account the Cauchy-Riemann conditions and the well-known formula

$$
\frac{\partial A_{\delta^{\prime}}^{\lambda}}{\partial x^{\mu^{\prime}}}=\Gamma_{\mu^{\prime} \delta^{\prime}}^{\lambda^{\prime}} A_{\lambda^{\prime}}^{\lambda}-\Gamma_{\mu v}^{\lambda} A_{\mu^{\prime}}^{\mu} A_{\delta^{\prime}}^{v}
$$

where $\Gamma$ is the object of parallel displacement, we obtain

$$
\begin{aligned}
\partial_{\mu^{\prime}} \stackrel{\left(n^{\prime}\right)}{\Omega_{(s)}}= & \frac{s}{2}\left(\Gamma_{1^{\prime} \mu^{\prime}}^{1^{\prime}}-\Gamma_{2^{\prime} \mu^{\prime}}^{2^{\prime}} \stackrel{\left(n^{\prime}\right)}{\Omega_{(s)}}\right. \\
& -A_{\mu^{\prime}}^{\lambda}\left(\frac{A_{2}^{2^{\prime}}}{A_{1}^{1^{\prime}}}\right)^{s / 2}\left[\partial_{\lambda} \stackrel{(n)}{\Omega_{(s)}}-\frac{s}{2}\left(\Gamma_{1 \lambda}^{1}-\Gamma_{2 \lambda}^{2}\right) \stackrel{(n)}{\Omega_{(s)}}\right] .
\end{aligned}
$$

Hence, we can define the covariant derivative of the object $\Omega_{(s)}$ as

$$
\nabla_{\mu} \Omega_{(s)}=\partial_{\mu} \Omega_{(s)}-\frac{s}{2}\left(\Gamma_{1 \mu}^{1}-\Gamma_{2 \mu}^{2}\right) \Omega_{(s)}
$$

The Lie derivative of the object $\Omega_{(s)}$ is easily found to be

$$
\underset{\xi}{£ \Omega_{(s)}=\xi^{\lambda} \partial_{\lambda} \Omega_{(s)}+\frac{s}{2}\left(\partial_{1} \xi^{1}-\partial_{2} \xi^{2}\right) \Omega_{(s)} . . . . . .}
$$

The Lie derivative of a Pensov object is a Pensov object with the same index $s$, as it of course, should be.

## 4. OPERATORS OF ANGULAR MOMENTUM

Having established the form of the Lie derivative of Pensov objects we can define the operators of

[^64]angular momentum
$$
\underset{n}{\mathrm{~J}} \Omega_{(s)}=-i \underset{\sum_{n}}{£} \Omega_{(s)},
$$
where $\xi_{n}^{\mu}, n=1,2,3$ are the generators of infinitesimal motions of the sphere (i.e., Killing vectors). Equation (1.1) is in this case an eigenequation for the total angular momentum. It turns out that solutions of this equation are the ${ }_{s} Y_{l m}$ up to a constant factor.

To prove this it is convenient to introduce the coordinate system used in Newman and Penrose's paper, ${ }^{1}$ namely,

$$
y^{1}=\zeta=e^{i \phi} \cot \frac{1}{2} \theta, \quad y^{2}=\bar{\zeta}=e^{-i \phi} \cot \frac{1}{2} \theta
$$

where $\theta$ and $\phi$ are the usual spherical coordinates. In this coordinate system,

$$
\begin{aligned}
& \left(\underset{\xi_{1}}{£}+i \underset{\xi_{2}}{£}\right) \Omega_{(s)}=-i\left(\zeta^{2} \frac{\partial}{\partial \zeta}+\frac{\partial}{\partial \bar{\zeta}}+s \zeta\right) \Omega_{(s)},
\end{aligned}
$$

$$
\begin{aligned}
& \underset{\xi_{3}}{£} \Omega_{(s)}=i\left(\zeta \frac{\partial}{\partial \zeta}-\bar{\zeta} \frac{\partial}{\partial \bar{\zeta}}+s\right) \Omega_{(s)} .
\end{aligned}
$$

Using these expressions, one can easily calculate the left-hand side of the first equation (1.1)

$$
\begin{aligned}
& -\left(\begin{array}{c}
£^{2}+\mathfrak{£}^{2}+£^{2} \\
\xi_{1} \\
\xi_{2}
\end{array}\right) \Omega_{(s)} \\
& =\left[-(2 P)^{2} \frac{\partial^{2}}{\partial \zeta \partial \bar{\zeta}}+2 s P\left(\zeta \frac{\partial}{\partial \zeta}-\bar{\zeta} \frac{\partial}{\partial \bar{\zeta}}\right)+2 s^{2} P\right] \Omega_{(s)} \\
& =\lambda \Omega_{(s)}
\end{aligned}
$$

where $2 P=1+\zeta \bar{\xi}$. The solution of this equation [and of the second equation (1.1)], regular for $\zeta \rightarrow \infty$, can be written down by means of the hypergeometric function

$$
\begin{gather*}
\Omega_{(s)}=\left(\frac{\zeta}{\bar{\zeta}}\right)^{m / 2}\left(\frac{1}{2 P}\right)^{|s+m / 2|}\left(1-\frac{1}{2 P}\right)^{|m / 2|} \\
F\left(a, b ;|2 s+m|+1 ; \frac{1}{2 P}\right) \tag{4.1}
\end{gather*}
$$

where $m$ is an integer, $a+b=2 \gamma+1, \quad a b=$ $\gamma(\gamma+1)-\lambda$, and $\gamma=\left|s+\frac{1}{2} m\right|+\left|\frac{1}{2} m\right|$. It should be noted that $s$ as a geometric characteristic of a Pensov object can be an arbitrary number. However, the solution (4.1) is finite everywhere if and only if $\Omega_{(s)}$ is a polynomial. It is easy to see that this can be the case for positive and negative $m$ if and only if $s$ is an integer or an integer plus $\frac{1}{2}$. Accordingly, Pensov objects as geometric quantities can have an arbitrary index $s$, but they can be interpreted as quantummechanical wavefunctions only for $s$ equal to an integer or an integer plus $\frac{1}{2}$.

It is easy to see that polynomial solutions (4.1) are the spin-weighted functions up to a constant factor.
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#### Abstract

A method for doing distorted-wave Born-approximation calculations for nucleon transfer reactions is presented. This method is designed to be used when the zero-range approximation cannot be made. The method has the advantage that only simple quadratures need be performed. When recoil effects are negligible, our method leads to a particularly simple form. The technique developed here can be applied to the evaluation of the six-dimensional integrals that result when the general two-body interaction is considered. Thus it may be usefully applied to nuclear-structure calculations when it is desired to use wavefunctions which are not harmonic-oscillator eigenfunctions.


## I. INTRODUCTION

DISTORTED-WAVE Born-approximation calculations of the nucleon transfer reaction amplitude are only easily carried out when it can be assumed that the interaction potential binding the transferred nucleon in the initial or final state is of zero range. This approximation is probably adequate for deutronstripping reactions. However, for reactions in which a nucleon is transferred between two heavy nuclei, the zero-range approximation cannot be justified.

Consider a nuclear reaction in which a nucleon $N$ is transferred from nucleus $I=A+N$ to nucleus $F=B+N$. Then the distorted-wave Born-approximation (DWBA) amplitude is

$$
\begin{align*}
A_{I F}=\int d^{3} r_{, ~ M A} & \int d^{3} r_{I B} \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \mathbf{r}_{A F}\right)^{*} \phi_{N B}\left(\mathbf{r}_{V B}\right)^{*} \\
& \times V_{A V}\left(\mathbf{r}_{A V}\right) \phi_{A V}\left(\mathbf{r}_{A V}\right) \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{r}_{I B}\right) \tag{1}
\end{align*}
$$

where $\phi_{A X}$ is the initial nucleon bound state, $\Phi_{I S}^{(+)}$is the relative-motion wavefunction in the incident channel, and $\phi_{N B}$ and $\Phi_{A F}^{(-)}$are the corresponding quantities for the final bound state and outgoing channel. By setting $V_{A N} \phi_{A X}$ equal to a delta function, the transition amplitude becomes a three-dimensional integral. This can be reduced to a sum of one-dimensional radial integrals by expanding all the wavefunctions in spherical harmonics and carrying out the angular integrations. Without this zero-range approximation, we are left with a difficult multiple integral to perform. A procedure for carrying out this multiple integral has been presented by Austern et al. ${ }^{1}$

We wish to suggest an alternative approach to the evaluation of the finite-range DWBA amplitude. In our method $V_{A N} \phi_{A N}$ is expanded in an infinite sum of products of functions of $\mathbf{r}_{I B}$ and functions of $\mathbf{r}_{A F}$ or

[^65]$\mathbf{r}_{A B}$. This leads to an expression for the amplitude $A_{I W^{\prime}}$ which is an infinite sum of products of onedimensional radial integrals. This sum converges rapidly enough, we believe, to make this a practical method for calculating the transition amplitude.

There have been other finite-range treatments of the nucleon-transfer amplitude, but these have not been based on the unmodified DWBA. Breit ${ }^{2}$ has given a semiclassical treatment. Dar and Kozlowsky ${ }^{3}$ and Dodd and Greider ${ }^{4}$ have given treatments based on the diffraction model. Buttle and Goldfarb ${ }^{5}$ have devised a DWBA treatment for the process in which the bound-state functions are approximated by their asymptotic forms.

The technique developed here can be applied to the evaluation of the six-dimensional integrals that result when the general two-body interaction is considered. Thus it may be usefully applied to nuclear-structure calculations when it is desired to use wavefunctions which are not harmonic-oscillator eigenfunctions.

In Sec. II we show how a function of $\mathbf{r}_{1}-\mathbf{r}_{2}$ can be expanded in an infinite series of products of functions of $\mathbf{r}_{1}$ and functions of $\mathbf{r}_{2}$. The functions used in the expansion are modifications of the harmonicoscillator eigenfunctions. The expansion coefficients have a relatively simple form. The DWBA expression for the nucleon-transfer amplitude in the no recoil limit is given in Sec. III. The interaction is assumed to have finite range. It is shown that the evaluation of the amplitude requires only the performance of simple quadratures. Section IV is devoted to a discussion of how recoil effects might be included. In Sec . V we examine the zero-range limit of our expansion for the transition amplitude. We find that it

[^66]does not seem to be simply related to the unexpanded zero-range amplitude expression.

## II. THE EXPANSION METHOD

Our basic problem is to find a way of expanding an arbitrary function of $\mathbf{r}_{1}-\mathbf{r}_{2}$ in a sum of products of functions of $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. The only function $F$ possessing the property $F\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=F\left(\mathbf{r}_{1}\right) F\left(-\mathbf{r}_{2}\right)$ is the exponential. Therefore we start by Fourier analyzing the given function $\Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ :

$$
\begin{equation*}
\Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\int d^{3} k e^{i \mathbf{k} \cdot \mathbf{r}_{1}} e^{-i \mathbf{k} \cdot \mathbf{r}_{2}} \int d^{3} r \frac{e^{-i \mathbf{k} \cdot \mathbf{r}}}{(2 \pi)^{3}} \Phi(\mathbf{r}) \tag{2}
\end{equation*}
$$

Next let us expand the plane waves in the integrand in terms of spherical harmonics and perform the angular integrations:

$$
\begin{align*}
& \Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\sum_{\substack{\ell \ell_{1} \ell_{2} \\
m m_{1} m_{2}}} Y_{\ell_{1}}^{m_{1}}\left(\Omega_{1}\right) Y_{\ell_{2}}^{m_{2}}\left(\Omega_{2}\right)^{*}\left(\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell m
\end{array}\right\} \int_{0}^{\infty} d k k^{2} \\
& \times j_{\ell_{1}}\left(k r_{1}\right) j_{\ell_{2}}\left(k r_{2}\right) \int_{0}^{\infty} d r r^{2} j_{\ell}(k r) \int d \Omega Y_{\ell}^{m}(\Omega)^{*} \Phi(\mathbf{r}), \tag{3a}
\end{align*}
$$

where $Y_{\ell}^{m}$ is the normalized spherical harmonic function, $j_{\ell}$ is the spherical Bessel function, and

$$
\begin{align*}
\left\{\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell m
\end{array}\right\}= & i^{\left(\ell_{1}-\ell_{2}-\ell\right)} 8\left[\frac{\left(2 \ell_{2}+1\right)(2 \ell+1)}{4 \pi\left(2 \ell_{1}+1\right)}\right]^{\frac{1}{2}} \\
& \times\left(\ell_{2} \ell m_{2} m \mid \ell_{2} \ell \ell_{1} m_{1}\right)\left(\ell_{2} \ell 00 \mid \ell_{2} \ell \ell_{1} 0\right) \tag{3b}
\end{align*}
$$

$\left(\ell_{1} \ell_{2} m_{1} m_{2} \mid \ell_{1} \ell_{2} \ell m\right)$ is the vector addition coefficient.
Now we expand the spherical Bessel functions $j_{\ell_{1}}$ and $j_{\ell_{2}}$ in terms of a discrete set of functions $\underset{n_{i}}{\mathcal{F} \ell_{i}}\left(\alpha_{i}, \beta r_{i}\right)$ :

$$
\begin{equation*}
j_{\ell_{i}}\left(k r_{i}\right)=\sum_{n_{i}} \mathcal{C}_{n_{i}}^{\ell_{i}}\left(\alpha_{i}, k / \beta_{i}\right) \mathcal{F}_{n_{i}}^{\ell_{i}}\left(\alpha_{i}, \beta_{i} r_{i}\right) \tag{4}
\end{equation*}
$$

The result is

$$
\begin{align*}
& \Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\sum_{\substack{\ell_{1} m_{1} n_{1} \\
\ell_{2} m_{2} n_{2} \\
\ell_{m}}} Y_{\ell_{1}}^{m_{1}}\left(\Omega_{1}\right) Y_{\ell_{2}}^{m_{2}}\left(\Omega_{2}\right) \mathcal{F}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \beta_{1} r_{1}\right) \\
& \times \mathcal{F}_{n_{2}}^{\ell_{2}}\left(\alpha_{2}, \beta_{2} r_{2}\right)\left(\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell_{m}
\end{array}\right\} \int_{0}^{\infty} d r r^{2} \mathscr{G}_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r) \int d \Omega Y^{m}(\Omega) * \Phi(\mathbf{r}), \tag{5a}
\end{align*}
$$

where
$\mathcal{G}_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r)=\int_{0}^{\infty} d k k^{2} j_{\ell}(k r) \mathcal{C}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \frac{k}{\beta_{1}}\right) \mathcal{C}_{n_{2}}^{\ell_{2}}\left(\alpha_{2}, \frac{k}{\beta_{2}}\right)$.
We need to choose the complete set of functions $\mathcal{F}_{n}^{\ell}$ to be such that $\mathcal{G}_{n_{1} n_{2}}^{P \ell_{1} \ell_{2}}(r)$ has a convenient form.

A set of functions which seems to be well suited to our needs are what we will call the modified harmonic-
oscillator (MHO) functions

$$
\begin{align*}
\mathcal{F}_{n}^{\ell}(\alpha, \beta r)= & {\left[\frac{2 \Gamma\left(n+\ell+\frac{3}{2}\right.}{n!\Gamma\left(\ell+\frac{3}{2}\right)^{2}}\right]^{\frac{1}{2}}(\beta r)^{\ell} } \\
& \quad \times e^{-\frac{1}{2} \alpha \beta^{2} r^{2}}{ }_{1} F_{\mathbf{1}}\left(-n ; \ell+\frac{3}{2} ; \beta^{2} r^{2}\right), \tag{6}
\end{align*}
$$

where $\Gamma$ is the $\Gamma$ function and ${ }_{1} F_{1}$ is the hypergeometric function. $\mathcal{F}_{n} \ell(1, \beta r)$ is the radial harmonicoscillator function.

The MHO functions enjoy the biorthogonal property proved in Appendix A:

$$
\begin{equation*}
\int_{0}^{\infty} d \rho \rho^{2} \tilde{\mathcal{F}}_{n}^{\ell}(\alpha ; \rho) \mathscr{F}_{m}^{\ell}(2-\alpha, \rho)=\delta_{n, m} . \tag{7}
\end{equation*}
$$

This property is a simple consequence of the orthonormality of the radial harmonic-oscillator functions.

The spherical Bessel function expansion coefficient is evaluated in Appendix B. There it is shown that

$$
\begin{align*}
& \mathcal{C}_{n}^{\ell}(\alpha, k / \beta) \\
& \quad=\beta^{3} \int d r r^{2} j_{\ell}(k r) \mathcal{F}_{n}^{\ell}(2-\alpha, \beta r) \\
& \quad=(-1)^{n}\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} \frac{\alpha^{n+\ell / 2}}{(2-\alpha)^{n+\ell / 2+\frac{3}{2}}} \mathcal{F}_{n}^{\ell}\left(\alpha ; \frac{k}{\beta[\alpha(2-\alpha)]}\right) . \tag{8}
\end{align*}
$$

Substitution of Eq. (8) into Eq. (5b) leads to an integral which is evaluated in Appendix C. The result is the following expression for $\mathcal{G}$ :

$$
\mathcal{G}_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r)=\sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}}\left(\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1}  \tag{9a}\\
s_{2} n_{2} \ell_{2} \beta_{2} \alpha_{2} \\
n \ell \beta
\end{array}\right) \mathcal{F}_{n}^{\ell}(2, \beta r)
$$

where

$$
\begin{align*}
& n=s_{1}+s_{2}+\frac{1}{2}\left(\ell_{1}+\ell_{2}-\ell\right)  \tag{9b}\\
& \beta=\left\{\frac{\beta_{1}^{2}\left(2-\alpha_{1}\right) \beta_{2}^{2}\left(2-\alpha_{2}\right)}{2\left[\beta_{1}^{2}\left(2-\alpha_{1}\right)+\beta_{2}^{2}\left(2-\alpha_{2}\right)\right]}\right\}^{\frac{1}{2}}, \tag{9c}
\end{align*}
$$

$$
\begin{align*}
& \begin{array}{c}
\left.\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
s_{2} n_{2} \ell_{2} \beta_{2} \alpha_{2} \\
n \ell \beta
\end{array}\right\} \\
=\left(\frac{\pi}{2}\right)^{\frac{3}{2}} \frac{\left[n!\Gamma\left(n+\ell+\frac{3}{2}\right) n_{1}!\right.}{2\left(n_{1}-s_{1}\right)!\left(n_{2}-s_{2}\right)!s_{1}!s_{2}!} \\
\times \Gamma\left(s_{1}+\ell_{1}+\frac{3}{2}\right) \Gamma\left(s_{2}+\ell_{2}+\frac{3}{2}\right) \\
\left.\times \Gamma\left(n_{1}+\ell_{1}+\frac{3}{2}\right) n_{2}!\Gamma\left(n_{2}+\ell_{2}+\frac{3}{2}\right)\right]^{\frac{1}{2}}
\end{array} \\
& \quad \times \frac{\left(-\alpha_{1}\right)^{n_{1}-s_{1}}\left(-\alpha_{2}\right)^{n_{2}-s_{2}}(2 \beta)^{2 n+\ell+3}}{\left(2-\alpha_{1}\right)^{n_{1}+s_{1}+\ell_{1}+\frac{3}{2}}\left(2-\alpha_{2}\right)^{n_{2}+s_{2}+\ell_{2}+\frac{3}{2}} \beta_{1}^{2 s_{1}+\ell_{1}} \beta_{2}^{2 s_{2}+\ell_{2}}}
\end{align*}
$$

Thus Eq. (5a) can be written

$$
\begin{align*}
\Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)= & \sum_{\substack{\ell_{1} m_{1} n_{1} 1 \ell \\
\ell_{2} m_{2} n_{2} m}} Y_{\ell_{1}}^{m_{1}}\left(\Omega_{1}\right) Y_{\ell_{2}}^{m_{2}}\left(\Omega_{2}\right) * \mathcal{F}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \beta_{1} r_{1}\right) \\
& \times \mathscr{F}_{n_{2}}^{\ell_{1}\left(\alpha_{2}, \beta_{2} r_{2}\right)}\left(\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell m
\end{array}\right\} \sum_{s_{1} s_{2}}\left(\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{2} \alpha_{1} \\
s_{2} \ell_{2} \ell_{2} \beta_{2} \alpha_{2} \\
n \ell \beta
\end{array}\right\} \\
& \times \int_{0}^{\infty} d r r^{2} \mathcal{F}_{n}^{\ell}(2, \beta r) \int d \Omega Y_{\ell}^{m}(\Omega)^{*} \Phi(\mathbf{r}) . \tag{10}
\end{align*}
$$

Suppose we had chosen to expand $j_{\ell_{1}}$ and $j_{\ell}$ in terms of MHO functions instead of expanding $j_{\ell_{1}}$ and $j_{\ell_{2}}$. Then in Eq. (5a) $\mathcal{F}_{n_{2}}^{\ell_{2}}\left(\alpha_{2}, \beta_{2} r_{2}\right)$ would be replaced by $\mathscr{F}_{n}^{\ell}(\alpha, \beta r)$, and $\Im_{n_{1} n_{2}}^{\ell \ell_{1} f_{2}}(r)$ would be replaced by
$\mathscr{G}_{n_{1} n}^{\ell_{2} \ell_{1} \ell}\left(r_{2}\right)=\int_{0}^{\infty} d k k^{2} j_{\ell_{2}}\left(k r_{2}\right) \mathfrak{C}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \frac{k}{\beta_{1}}\right) \mathfrak{C}_{n}^{\ell}\left(\alpha, \frac{k}{\beta}\right)$.
Evaluating Eq. (5c) as we did Eq. (5b) would then lead to the following alternative form for the expansion:

$$
\begin{align*}
& \Phi\left(\mathbf{r}_{1}-\mathbf{r}_{\mathbf{2}}\right) \\
& =\sum_{\substack{\ell_{n s} m_{1}, \ell_{1} n_{1} n_{1} s_{1} \\
\ell_{2} m_{2}}} Y_{\ell_{1}}^{m_{1}}\left(\Omega_{1}\right) Y_{\ell_{2}}^{m}\left(\Omega_{2}\right) * \mathscr{F}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \beta_{1} r_{1}\right) \mathcal{F}_{n_{2}}^{\ell_{2}}\left(2, \beta_{2} r_{2}\right) \\
& \times\left\{\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell m
\end{array}\right\}\left\{\begin{array}{c}
\text { sn } \ell \beta \alpha \\
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
n_{2} \ell_{2} \beta_{2}
\end{array}\right\} \\
& \times \int d r r^{2} \mathcal{F}_{n}^{\ell}(\alpha, \beta r) \int d \Omega Y_{\ell}^{m}(\Omega) * \Phi(\mathbf{r}), \tag{11a}
\end{align*}
$$

where now

$$
\begin{align*}
n_{2} & =s+s_{1}+\frac{1}{2}\left(\ell+\ell_{1}-\ell_{2}\right),  \tag{11b}\\
\beta_{2} & =\left\{\frac{\beta^{2}(2-\alpha) \beta_{1}^{2}\left(2-\alpha_{1}\right)}{2\left[\beta^{2}(2-\alpha)+\beta_{1}^{2}\left(2-\alpha_{1}\right)\right]}\right\}^{\frac{1}{2}} . \tag{11c}
\end{align*}
$$

Equation (11a) is the expansion of $\Phi\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ which we will apply to the calculation of the DWBA nucleon-transfer-reaction amplitude. Note that

$$
\begin{align*}
& \left\{\begin{array}{c}
s n \ell \beta \alpha \\
\left.\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
n_{2} \ell_{2} \beta_{2}
\end{array}\right\}=4 \beta_{2}^{3}\left(\frac{\pi}{2}\right)^{\frac{3}{2}} \\
\times \frac{\left[n_{2}!\Gamma\left(n_{2}+\ell_{2}+\frac{3}{2}\right) n!\Gamma\left(n+\ell+\frac{3}{2}\right) n_{1}!\Gamma\left(n_{1}+\ell_{1}+\frac{3}{2}\right)\right]^{\frac{1}{2}}}{s_{1}!\left(n_{1}-s_{1}\right)!\Gamma\left(s_{1}+\ell_{1}+\frac{3}{2}\right) s!(n-s)!\Gamma\left(s+\ell+\frac{3}{2}\right)} \\
\times \frac{\left(2 \beta_{2}\right)^{2 s_{1}+2 s+\ell \ell_{1}+\ell}}{\beta_{1}^{2 s_{1}+\ell_{1}} \beta^{2 s+\ell}} \times \frac{\left(-\alpha_{1}\right)^{n_{1}-s_{1}}}{\left(2-\alpha_{1}\right)^{s_{1}+n_{1}+\ell_{1}+\frac{3}{2}}} \times \frac{(-\alpha)^{n-s}}{(2-\alpha)^{s+n+\ell_{1}+\frac{3}{2}}}
\end{array}\right.
\end{align*}
$$

and

$$
\left\{\begin{array}{c}
s n \ell \beta 0  \tag{13}\\
s_{1} n_{1} \ell_{1} \beta_{1} 0 \\
n_{2} \ell_{2} \beta_{2}
\end{array}\right\}=\delta_{n_{1}, s_{1}} \delta_{n, s}\left\{\begin{array}{c}
n n \ell \beta 0 \\
n_{1} n_{1} \ell_{1} \beta_{1} 0 \\
n_{2} \ell_{2} \beta_{2}
\end{array}\right\} .
$$



Fig. 1. Coordinate vectors for the nucleon transfer reaction $I+B=(A+N)+B \rightarrow A+(B+N)=A+F$.

## III. NUCLEON-TRANSFER AMPLITUDE (NO RECOIL)

We return to Eq. (1) for the reaction amplitude. In Fig. 1 the various coordinate vectors are displayed. We will use $\mathbf{r}_{I B}$ and $\mathbf{r}_{N B}$ as our independent variables. Then $\mathbf{r}_{A F}$ and $\mathbf{r}_{A N}$ will be given by
$\mathbf{r}_{A F}=\frac{M_{A}+M_{N}}{M_{A}} \mathbf{r}_{I B}-\frac{M_{N}}{M_{A}}\left(\frac{M_{B}+M_{N}+M_{A}}{M_{l B}+M_{N}}\right) \mathbf{r}_{N B}$,

$$
\begin{equation*}
\mathbf{r}_{A N}=\frac{M_{N}+M_{A}}{M_{A}}\left(\mathbf{r}_{I B}-\mathbf{r}_{N B}\right), \tag{14}
\end{equation*}
$$

where $M_{X}$ is the mass of particle $X$. Writing Eq. (1) in terms of the independent variables gives

$$
\begin{align*}
A_{I F}= & \left(\frac{M_{I}}{M_{A}}\right)^{3} \int d^{3} r_{N B} \int d^{3} r_{I B} \Phi_{A F}^{(-)} \\
& \times\left(\mathbf{K}_{A}, \frac{M_{I}}{M_{A}} \mathbf{r}_{I B}-\frac{M_{N}}{M_{A}}\left(1+\frac{M_{A}}{M_{F}}\right) \mathbf{r}_{N B}\right)^{*} \\
& \times \phi_{N B}\left(\mathbf{r}_{N B}\right)^{*} V_{A N}\left(\frac{M_{I}}{M_{A}}\left(\mathbf{r}_{I B}-\mathbf{r}_{N B}\right)\right) \\
& \times \phi_{A N}\left(\frac{M_{I}}{M_{A}}\left(\mathbf{r}_{I B}-\mathbf{r}_{N B}\right)\right) \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{r}_{I B}\right), \tag{16a}
\end{align*}
$$

where

$$
\begin{equation*}
M_{I}=M_{N}+M_{A}, \quad M_{F}=M_{N}+M_{B} \tag{16b}
\end{equation*}
$$

We first consider the case where $M_{N} \ll M_{A}, M_{B}$. Then we can neglect the recoil of $A$ and set $\mathbf{r}_{A F} \approx$ $\left(M_{I} / M_{A}\right) \mathbf{r}_{I B} \approx\left(M_{B} / M_{F}\right) \mathbf{r}_{I B}$. Now we use Eq. (11a) to expand $V_{A N} \phi_{A N}$. These two steps lead to the following expression for the reaction amplitude:

$$
\begin{equation*}
A_{I F}=\sum_{l_{2} m_{2} n_{2}} \mathcal{A}_{I F}^{\ell_{2} m_{2} n_{2}}\left(\mathbf{K}_{A}, \mathbf{K}_{1}, \beta_{2}\right) J^{\ell_{2} m_{2} n_{2}}\left(\alpha, \beta ; \alpha_{1}, \beta_{1}\right), \tag{17a}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{I F}^{\ell_{2} m_{2} n_{2}}\left(\mathbf{K}_{A}, \mathbf{K}_{I}, \beta_{2}\right) \\
& =\int d^{3} r \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \frac{M_{B}}{M_{F}} \mathbf{r}\right)^{*} \mathscr{F}_{n_{2}}^{\ell_{2}}\left(2, \beta_{2} r\right) Y_{l_{2}}^{m}(\Omega)^{*} \\
&  \tag{17b}\\
& \times \Phi_{I B}^{++)}\left(\mathbf{K}_{I}, \mathbf{r}\right),
\end{align*}
$$

$$
\begin{align*}
& \mathfrak{J}^{\ell \ell_{2} m_{2} n_{2}}\left(\alpha, \beta ; \alpha_{1}, \beta_{1}\right) \\
& =\sum_{\substack{\ell_{1} m_{1} \ell_{m} \\
s_{1} n_{1} n}} \mathcal{F}_{l m n}^{A N}(\alpha, \beta) \tilde{\gamma}_{\ell_{1} m_{1} n_{1}}^{N B}\left(\alpha_{1}, \beta_{1}\right)^{*}\left(\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell_{m}
\end{array}\right\}\left(\frac{M_{I}}{M_{A}}\right)^{3} \\
& \times\left\{\begin{array}{c}
s n \ell \beta \alpha \\
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
n_{2} f_{2} \beta_{2}
\end{array}\right\}, \\
& \beta_{2}=\left\{\frac{\beta^{2}(2-\alpha) \beta_{1}^{2}\left(2-\alpha_{1}\right)}{2\left[\beta^{2}(2-\alpha)+\beta_{1}^{2}\left(2-\alpha_{1}\right)\right]}\right\}^{\frac{1}{2}}, \\
& s=n_{2}-s_{1}-\frac{1}{2}\left(\ell+\ell_{1}-\ell_{2}\right), \\
& \mathcal{Z}_{\ell m n}^{A N}(\alpha, \beta) \\
& =\int d^{3} r V_{A N}\left(\frac{M_{I}}{M_{A}} r\right) \phi_{A N}\left(\frac{M_{I}}{M_{A}} r\right) Y_{\ell}^{m}(\Omega) * F_{n}^{\ell}(\alpha, \beta r), \tag{17f}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{F}_{\ell_{1} m_{1} n_{1}}^{N B}\left(\alpha_{1}, \beta_{1}\right)=\int d^{3} r \phi_{N B}(r) Y_{\ell_{1}}^{m_{1}}(\Omega)^{* \mathscr{F}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \beta_{1} r\right) .} \tag{17~g}
\end{equation*}
$$

The quantity $\mathcal{A}_{I F}^{\ell_{2} m_{2} n_{2}}$ is just the sort of integral we get when we make the zero-range approximation. So the evaluation of the $\mathcal{A}_{T F}^{\ell_{2} m_{2} n_{2}}$ 's presents no problem. The integrals $\gamma^{V A}$ and $z^{V B}$ can be reduced to a sum of one-dimensional radial integrals once we have a spherical harmonic expansion of $V_{N A} \phi_{N A}$ and $\phi_{N B}$. Thus the evaluation of the individual factors in our expression can be readily performed.

The usefulness of our method hinges on the range of values of $n, n_{1}$, and $n_{2}$ we must include in our sum to get an adequate representation. Clearly, if $V_{N A} \phi_{N A}$ and $\phi_{N B}$ are modified harmonic oscillator functions

$$
\begin{aligned}
& V_{N A} \phi_{N A}=Y_{\ell^{\prime}}^{m^{\prime}} \mathfrak{F}_{n^{\prime}}^{\ell_{\prime}^{\prime}}(2-\alpha, \beta r) \\
& \phi_{N B}=Y_{\ell_{1}^{\prime}}^{m_{1}^{\prime}} \mathscr{F}_{n_{1}}^{\ell_{1}^{\prime}}\left(2-\alpha_{1}, \beta_{1} r\right)
\end{aligned}
$$

then there will be an upper limit of $n_{1}^{\prime}+n^{\prime}+\frac{1}{2}\left(l_{1}^{\prime}+\right.$ $l^{\prime}-l_{2}$ ) on the sum over $n_{2}$, while the sum over $n$ and $n_{1}$ is restricted to one term. In general, we expect that the values of $\alpha, \beta$ and $\alpha_{1}, \beta_{1}$ can be chosen so that $\mathscr{g}^{N A}$ and $\mathcal{Z}^{N B}$ will be nonnegligible only for a few values of $n$ and $n_{1}$. Again, the sum over $n_{2}$ can have no more than $\left[n_{1}+n+\frac{1}{2}\left(l_{1}+l-l_{2}\right)\right]$ terms. For the choice $\alpha=\alpha_{1}=0$ there will be a unique value of $n_{2}$ corresponding to each pair $n, n_{1}$. We conclude that this expansion method appears to be a practical method for carrying out finite-range DWBA calculations for nucleon-transfer reactions.

## IV. RECOIL EFFECTS

In neglecting recoil we replaced $\mathbf{r}_{A F}$ by $\left(M_{B} / M_{F}\right) \mathbf{r}_{I B}$ in the reaction amplitude $A_{I F}$. We chose $\left(M_{B} / M_{F}\right) \mathbf{r}_{I B}$
instead of $\left(M_{I} / M_{A}\right) \mathbf{r}_{I B}$ or just $\mathbf{r}_{I B}$, which are all equal to within terms of order $M_{N} / M_{A}$, so that our expression for $A_{I F}$ reduces to the zero-range result in the limit as the range of $V_{A N} \phi_{A N}$ becomes small. For this reason we might expect that our results for $A_{I F}$ will be pretty good even when $M_{V} / M_{A}$ is not extremely small if the range of $V_{N A} \phi_{N A}$ is not so large and we approach the zero-range regime.

Dodd and Greider ${ }^{4}$ have suggested that one can retain some measure of the recoil effect by using the substitution

$$
\begin{align*}
& \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \mathbf{r}_{A F}\right) \approx \Phi_{A F}^{(-)}\left(\mathbf{K}_{A},\left(M_{B} / M_{B}\right) \mathbf{r}_{I B}\right) \\
& \quad \times \exp \left\{i \mathbf{K}_{A} \cdot\left(\mathbf{r}_{I B}-\mathbf{r}_{V B}\right)\left[M_{N}\left(M_{F}+M_{A}\right) / M_{A} M_{F}\right]\right\} \tag{18}
\end{align*}
$$

Inserting this into our formalism leads only to a change in the definition of $\mathscr{y}^{A N}$ :

$$
\begin{align*}
\mathcal{Y}_{\ell m n}^{A N}(\alpha, \beta)= & \int d^{3} r V_{A N}\left(\frac{M_{I}}{M_{A}} \mathbf{r}\right) \phi_{A N}\left(\frac{M_{I}}{M_{A}} \mathbf{r}\right) \\
& \times \exp \left[i \frac{M_{N}\left(M_{F}+M_{A}\right)}{M_{A} M_{F}} \mathbf{K}_{A} \cdot \mathbf{r}\right] \\
& \times Y_{\ell}^{m}(\Omega) * \mathcal{F}_{n}^{\ell}(\alpha, \beta r) \tag{19}
\end{align*}
$$

For most cases the $\partial_{f m n}^{4 N}$ given by Eq. (17f) is nonvanishing only for a small range of $l$ values. The $\tilde{\delta}_{\ell m n}^{A N}$ given by Eq. (19), on the other hand, will allow a considerable spread in $\ell$ values, which can have an important effect on the final result.

Cases where both finite-range effects and recoil effects must be handled carefully lead to a much more complicated expression. For such cases we take $\mathbf{r}_{A F}$ and $\mathbf{r}_{I B}$ to be our independent variables. Then we use

$$
\begin{gather*}
\mathbf{r}_{N B}=\lambda_{A}\left(\mu_{A} \mathbf{r}_{I B}-\mathbf{r}_{A F}\right)  \tag{20a}\\
\mathbf{r}_{A N}=\lambda_{B}\left(\mu_{B B} \mathbf{r}_{A F}-\mathbf{r}_{I B}\right)  \tag{20b}\\
\lambda_{A}=\frac{M_{A} M_{F}}{M_{F} M_{I}-M_{B} M_{A}}, \quad \mu_{A}=\frac{M_{I}}{M_{A}}  \tag{20c}\\
\lambda_{B}=\frac{M_{B} M_{I}}{M_{I} M_{F}-M_{A} M_{B}}, \quad \mu_{B}=\frac{M_{F}}{M_{B}} \tag{20~d}
\end{gather*}
$$

In terms of these variables, the reaction amplitude becomes

$$
\begin{align*}
A_{I F}= & \lambda^{3} \mu^{3} \int d^{3} \mathbf{r}_{A F} \int d^{3} \mathbf{r}_{I B} \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \mathbf{r}_{A F}\right)^{*} \\
& \times \phi_{N B}\left(\lambda_{A}\left(\mu_{A} \mathbf{r}_{I B}-\mathbf{r}_{A F}\right)\right) \\
& \times V_{A N} \phi_{A N}\left(\lambda_{B}\left(\mu_{B} \mathbf{r}_{A F}-\mathbf{r}_{I B}\right)\right) \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{r}_{I B}\right) \tag{21}
\end{align*}
$$

Now we use Eq. (11a) to expand both $\phi_{N B}$ and
$V_{N A} \phi_{N A}$. The result is

$$
\begin{align*}
& \begin{array}{l}
\ell_{m n s} \ell_{1} m_{1} n_{1} s_{1} \ell_{2} m_{2} \\
\bar{\ell} \bar{m} \bar{n} \overline{\ell_{2}} \bar{m}_{2} \tilde{n}_{2} \bar{s}_{2} \bar{\ell}_{1} \bar{m}_{1}
\end{array} \\
& \times\left\{\begin{array}{c}
\ell_{1} m_{1} \\
\ell_{2} m_{2} \\
\ell m
\end{array}\right\}\left(\begin{array}{c}
\bar{\ell}_{1} \bar{m}_{1} \\
\bar{\ell}_{2} \bar{m}_{2} \\
\bar{\ell} \bar{m}
\end{array}\right\}\left\{\begin{array}{c}
s n \ell \beta \alpha \\
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
n_{2} \ell_{2} \beta_{2}
\end{array}\right\}\left(\begin{array}{c}
\bar{s} \bar{n} \bar{\ell} \bar{\beta} \bar{\alpha} \\
\bar{s}_{2} \bar{n}_{2} \bar{\ell}_{2} \bar{\beta}_{2} \bar{\alpha}_{2} \\
\bar{n}_{1} \bar{\ell}_{1} \bar{\beta}_{1}
\end{array}\right\}, \tag{22a}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{J}_{\ell_{2} m_{2} n_{2}}^{\bar{L}_{2} \overline{\bar{m}}_{1} \bar{n}_{1}}=\int d^{3} \mathbf{r} \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{r}\right) Y_{\ell_{2}}^{m_{2} *} Y_{\bar{\ell}_{1}}^{\bar{m}_{1} *} \mathcal{F}_{\tilde{n}_{1}}^{\bar{\ell}_{1}}\left(\bar{\alpha}_{1}, \bar{\beta}_{1} \mu_{A} r\right) \\
& \times \mathcal{F}_{n_{2}}^{\bar{l}_{2}}\left(2, \beta_{2} r\right),  \tag{22b}\\
& \mathscr{F}_{\mathcal{F}_{2} \overline{\mathcal{l}}_{2} \bar{\eta}_{2} \bar{n}_{2}}^{\boldsymbol{\ell}_{1} n_{1}}=\int d^{\mathbf{3}} \mathbf{r} \Phi_{A \boldsymbol{F}}^{(-)}\left(\mathbf{K}_{B}, \mathbf{r}\right)^{*} Y_{\ell_{1}}^{m_{1}} Y_{\overline{\bar{l}}_{2}}^{\bar{m}_{2}} \mathcal{F}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \beta_{1} \mu_{B} r\right) \\
& \times \mathcal{F}_{\bar{n}_{2}}^{\bar{T}_{2}}\left(2, \bar{\beta}_{2} r\right),  \tag{22c}\\
& \mathcal{Y}_{\ell_{m n}}^{A N}=\int d^{3} \mathbf{r} V_{A N}\left(\lambda_{B} \mathbf{r}\right) \phi_{A N}\left(\lambda_{B} \mathbf{r}\right) Y_{\ell}^{m *} \mathcal{F}_{n}^{\ell}(\alpha, \beta r), \\
& \mathcal{Y}_{\bar{l} \bar{m} \bar{n}}^{N B}=\int d^{3} \mathbf{r} \phi_{N B}\left(\lambda_{d} \mathbf{r}\right) Y_{\bar{\ell}}^{\bar{n} *} \mathcal{F}_{\bar{m}}^{\bar{q}}(\bar{\alpha}, \bar{\beta} r),  \tag{22d}\\
& n_{2}=s+s_{1}+\frac{1}{2}\left(\ell+\ell_{1}-\ell_{2}\right),  \tag{22e}\\
& \beta_{2}=\left\{\frac{\beta^{2}(2-\alpha) \beta_{1}^{2}\left(2-\alpha_{1}\right)}{2\left[\beta^{2}(2-\alpha)+\beta_{1}^{2}\left(2-\alpha_{1}\right)\right]}\right\}^{\frac{1}{2}},  \tag{22f}\\
& \bar{n}_{1}=\bar{s}+\bar{s}_{2}+\frac{1}{2}\left(\bar{\ell}+\bar{\ell}_{2}-\bar{\ell}_{1}\right), \\
& \bar{\beta}_{1}=\left\{\frac{\tilde{\beta}^{2}(2-\bar{\alpha}) \bar{\beta}_{2}^{2}\left(2-\bar{\alpha}_{2}\right)}{2\left[\bar{\beta}^{2}(2-\bar{\alpha})+\bar{\beta}_{2}^{2}\left(2-\bar{\alpha}_{2}\right)\right]}\right\}^{\frac{1}{2}} . \tag{22~g}
\end{align*}
$$

Again we see that all the integrals reduce to sums of quadratures. The most apparent drawback of this method is the large number of terms that need to be included in the $l$ sums.

## V. THE ZERO-RANGE CASE

It is instructive to examine the limiting forms our expressions assume in the zero-range case. Applying Eq. (11a) to a $\delta$ function, we find

$$
\begin{align*}
\delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)= & \sum_{\ell, m, n} Y_{\ell}^{m}\left(\Omega_{1}\right) Y_{\ell}^{m}\left(\Omega_{2}\right)^{*} \mathscr{F}_{n}^{\ell}\left(\alpha, \beta r_{1}\right) \\
& \times \mathscr{F}_{n}^{\ell}\left(2-\alpha, \beta r_{2}\right) \beta^{3} . \tag{23}
\end{align*}
$$

In Eq. (16a) for the transition amplitude we set $V_{N A}(r) \phi_{N A}(r)=V_{0} \delta(r)$ and use Eq. (23). The norecoil result is

$$
\begin{align*}
A_{I F}= & V_{0} \beta^{3} \sum_{\ell, m, n} \int d^{3} \mathbf{R} \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \frac{M_{B}}{M_{F}} \mathbf{R}\right) \\
& \times \mathcal{F}_{n}^{\ell}(2-\alpha, \beta R) Y_{\ell}^{m}(\Omega)^{*} \\
& \times \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{R}\right) \int d^{3} r \phi_{N B}(\mathbf{r}) \mathcal{F}_{n}^{\ell}(\alpha, \beta r) Y_{\ell}^{m}(\omega) \tag{24}
\end{align*}
$$

Alternatively,

$$
\begin{equation*}
A_{I F}=V_{0} \int d^{3} R \Phi_{A F}^{(-)}\left(\mathbf{K}_{A}, \frac{M_{B}}{M_{F}} \mathbf{R}\right) \phi_{N B}(\mathbf{R}) \Phi_{I B}^{(+)}\left(\mathbf{K}_{I}, \mathbf{R}\right) \tag{25}
\end{equation*}
$$

We see that even in the zero-range limit our expression for the reaction amplitude retains an expanded form, albeit considerably simplified from the finiterange result. This expansion can be reduced to one term if $\phi_{N B}$ is a modified harmonic-oscillator function. If $\phi_{N B}$ has a strong overlap with an MHO function, then the sum can be well represented by just a few terms.

## APPENDIX A: THE BIORTHOGONAL PROPERTY OF THE MODIFIED HARMONIC-OSCILLATOR FUNCTION

The modified harmonic-oscillator (MHO) function is defined to be

$$
\begin{align*}
\mathcal{F}_{n}^{\ell}(\alpha, \rho)= & {\left[\frac{2 \Gamma\left(n+\ell+\frac{3}{2}\right)}{n!\Gamma\left(\ell+\frac{3}{2}\right)^{2}}\right]^{\frac{1}{2}} \rho^{\ell} e^{-\frac{1}{2} \alpha \rho^{2}} } \\
& \times{ }_{1} F_{1}\left(-n ; \ell+\frac{3}{2} ; \rho^{2}\right) \tag{A1}
\end{align*}
$$

where $\Gamma(x)$ is the gamma function

$$
\begin{equation*}
\Gamma(x)=(x-1) \Gamma(x-1) \tag{A2}
\end{equation*}
$$

and ${ }_{1} F_{1}$ is the hypergeometric function

$$
\begin{align*}
{ }_{1} F_{1}(a ; b ; x)= & 1+\frac{a x}{b 1!}+\frac{a(a+1)}{b(b+1)} \frac{x^{2}}{2!} \\
& +\frac{a(a+1)(a+2) x^{3}}{b(b+1)(b+2) 3!}+\cdots \\
= & \sum_{n=0} \frac{\Gamma(a+N)}{\Gamma(a)} \frac{\Gamma(b)}{\Gamma(b+n)} \frac{x^{n}}{n!} . \tag{A3}
\end{align*}
$$

$\mathcal{F}_{n}^{\ell}(1, \rho)$ is the normalized radial harmonic-oscillator function.

The properties of the MHO functions will be investigated with the help of the auxiliary function

$$
\begin{align*}
F_{n}^{\ell}(\alpha, \rho)= & \frac{\Gamma\left(n+\ell+\frac{3}{2}\right)}{\Gamma\left(\ell+\frac{3}{2}\right)}(-\alpha)^{n} \rho^{\ell} e^{-\frac{1}{2} \rho^{2}} \\
& \dot{\times}{ }_{1} F_{1}\left(-n ; \ell+\frac{3}{2} ; \rho^{2} / \alpha\right) \\
= & (-1)^{n} \alpha^{n+\ell / 2}\left[\frac{1}{2} \Gamma\left(n+\ell+\frac{3}{2}\right) n!\right]^{\frac{1}{2}} \mathcal{F}_{n}^{\ell}\left(\alpha, \rho / \alpha^{\frac{1}{2}}\right) \tag{A4}
\end{align*}
$$

and the coefficient

$$
\begin{equation*}
N_{n n^{\prime}}^{\ell}(\alpha)=\frac{\Gamma\left(n+\ell+\frac{3}{2}\right)}{\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)} \frac{n!}{n^{\prime}!} \frac{(-\alpha)^{n-n^{\prime}}}{\left(n-n^{\prime}\right)!} . \tag{A5}
\end{equation*}
$$

The $N$ coefficients satisfy a simple composition law

$$
\begin{equation*}
\sum_{b=c}^{a} N_{a b}^{\ell}(\alpha-\beta) N_{b c}^{\ell}(\beta)=N_{x c}^{\ell}(\alpha) . \tag{A6}
\end{equation*}
$$

The $F$ function becomes a simple Gaussian times a power when $\alpha$ goes to zero:

$$
\begin{equation*}
F_{n}^{\ell}(0, \rho)=\rho^{2 n+\ell} e^{-\rho^{2} / 2} \tag{A7}
\end{equation*}
$$

It follows that every $F$ function can be written as a sum of $F_{n}^{\ell}(0, \rho)$ 's:

$$
\begin{equation*}
F_{n}^{\ell}(\alpha, \rho)=\sum_{s=0}^{n} N_{n s}^{\ell}(\alpha) F_{s}(0, \rho) \tag{A8}
\end{equation*}
$$

The composition law for the $N$ coefficients leads to a generalization of this result:

$$
\begin{equation*}
F_{n}^{\ell}(\alpha, \rho)=\sum_{r=0}^{n} N_{n r}^{\ell}(\alpha-\beta) F_{r}^{\ell}(\beta, \rho) \tag{A9}
\end{equation*}
$$

Combining Eqs. (A4), (A8), and (A7), we find the following convenient representation of the MHO function:

$$
\begin{align*}
\mathcal{F}_{n}^{\ell}(\alpha, \rho)= & \left(\frac{2}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right)^{\frac{1}{2}} \frac{(-1)^{n}}{(\alpha)^{n+\ell / 2}} F_{n}^{\ell}\left(\alpha, \alpha^{\frac{1}{2}} \rho\right) \\
= & (-1)^{n}\left(\frac{2}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right)^{\frac{1}{2}} \\
& \times \sum_{s=0}^{n} N_{n s}^{\ell}(\alpha) \alpha^{s-n} \rho^{2 s+\ell} e^{-\frac{1}{2} \alpha \rho^{2}} . \tag{A10}
\end{align*}
$$

Now we prove the biorthogonality of the MHO functions. Consider the integral

$$
\begin{align*}
& \left\langle n \mid n^{\prime}\right\rangle \\
& =\int_{0}^{\infty} d \rho \rho^{2} \mathcal{F}_{n}^{\ell}(\alpha, \rho) \mathcal{F}_{n^{\prime}}^{\ell}(2-\alpha, \rho) \\
& =(-1)^{n+n^{\prime}} 2 \sum_{s=0}^{n} \sum_{s^{\prime}=0}^{n} N_{n s}^{\ell}(\alpha) N_{n^{\prime} s^{\prime}}^{\ell}(-\alpha) \alpha^{s-n}(2-\alpha)^{s^{\prime}-n^{\prime}} Q \\
& \quad \times\left[n!n^{\prime}!\Gamma\left(n+\ell+\frac{3}{2}\right) \Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)\right]^{-\frac{1}{2}}, \tag{A11}
\end{align*}
$$

where

$$
Q=\int_{0}^{\infty} d \rho \rho^{2+2 s+2 s^{\prime}+2 \ell} e^{-\rho^{2}}=\frac{1}{2} \Gamma\left(s+s^{\prime}+\ell+\frac{3}{2}\right)
$$

Thus

$$
\begin{aligned}
& \left\langle n \mid n^{\prime}\right\rangle \\
& \\
& \quad=\sum_{s=0}^{n} \sum_{s^{\prime}=0}^{n^{\prime}} \frac{N_{n s}^{\ell}(1) N_{n^{\prime} s^{\prime}}^{\ell}(1) \Gamma\left(s+s^{\prime}+\ell+\frac{3}{3}\right)(-1)^{n+n^{\prime}}}{\left[n!n^{\prime}!\Gamma\left(n+\ell+\frac{3}{2}\right) \Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)\right]^{\frac{1}{2}}} .
\end{aligned}
$$

Using Eq. (A5),

$$
\left.\begin{array}{l}
\left\langle n \mid n^{\prime}\right\rangle \\
=\sum_{s=0}^{n} N_{n s \ell}(1)\left(\sum_{s^{\prime}=0}^{n^{\prime}} \frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)(-1)^{n^{\prime}-s^{\prime}}}{\times \Gamma\left(s+s^{\prime}+\ell+\frac{3}{2}\right)(-1)^{n+n^{\prime}}}\right. \\
s^{\prime}!\Gamma\left(s^{\prime}+\ell+\frac{3}{2}\right)\left(n^{\prime}-s^{\prime}\right)! \tag{A12}
\end{array}\right), ~\left(n!n^{\prime}!\Gamma\left(n+\ell+\frac{3}{2}\right) \Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)\right]^{-\frac{1}{2}} . \quad \text { (A12) } \quad .
$$

But $n!/(n-s)!=(-1)^{s} \Gamma(s-n) / \Gamma(-n)$, so we have

$$
\begin{aligned}
\left\langle n \mid n^{\prime}\right\rangle= & {\left[\frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} \frac{(-1)^{n}}{n^{\prime}!} } \\
& \times \sum_{s=0}^{n} N_{n s}^{\ell}(1) \sum_{s^{\prime}=0}^{n^{\prime}} \frac{\Gamma\left(s+s^{\prime}+\ell+\frac{3}{2}\right)}{\Gamma\left(s^{\prime}+\ell+\frac{3}{2}\right)} \\
& \times \frac{\Gamma\left(s^{\prime}-n^{\prime}\right)}{\Gamma\left(-n^{\prime}\right)} \frac{(+1)^{s^{\prime}}}{s^{\prime}!} .
\end{aligned}
$$

Compare this with the hypergeometric function
${ }_{2} F_{1}(\alpha, \beta ; \gamma ; \delta)=\sum_{s^{\prime}} \frac{\Gamma\left(\alpha+s^{\prime}\right)}{\Gamma(\alpha)} \frac{\Gamma\left(\beta+s^{\prime}\right)}{\Gamma(\beta)} \frac{\Gamma(\gamma)}{\Gamma\left(\gamma+s^{\prime}\right)} \frac{\delta^{s^{\prime}}}{s^{\prime}!}$.

We see that

$$
\begin{align*}
\left\langle n \mid n^{\prime}\right\rangle= & {\left[\frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} \frac{(-1)^{n}}{n^{\prime}!} } \\
& \times \sum_{s=0}^{n} N_{n s}^{\ell}(1) \frac{\Gamma\left(s+\ell+\frac{3}{2}\right)}{\Gamma\left(\ell+\frac{3}{2}\right)} \\
& \times{ }_{2} F_{1}\left(-n^{\prime}, s+\ell+\frac{3}{2} ; \ell+\frac{3}{2} ;+1\right) . \tag{A14}
\end{align*}
$$

Now we use the identity
${ }_{2} F_{1}(-a, b ; c ; \delta)$
$=(1-\delta)_{2}^{a} F_{1}(-a, c-b ; c ; \delta /[\delta-1])$
$=\sum_{s=0}^{a} \frac{\Gamma(s-a)}{\Gamma(-a)} \frac{\Gamma(s+c-b)}{\Gamma(c-b)} \frac{\Gamma(c)}{\Gamma(s+c)} \frac{(-\delta)^{s}}{s!}(1-\delta)^{a-s}$
$\xrightarrow[\delta \rightarrow 1]{ } \frac{\Gamma(a+c-b)}{\Gamma(c-b)} \frac{\Gamma(c)}{\Gamma(a+c)}$.
Thus

$$
\begin{align*}
\left\langle n \mid n^{\prime}\right\rangle= & {\left[\frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} } \\
& \times \sum N_{n s}^{\ell}(1) \frac{\Gamma\left(s+\ell+\frac{3}{2}\right)}{\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)} \frac{s!}{n^{\prime}!\left(s-n^{\prime}\right)!} \\
= & {\left[\frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} \sum_{s=0}^{n} N_{n s}^{\ell}(1) N_{s n^{\prime}}^{\ell}(-1) } \\
= & {\left[\frac{n^{\prime}!\Gamma\left(n^{\prime}+\ell+\frac{3}{2}\right)}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} N_{n n^{\prime}}^{\ell}(0)=\delta_{n^{\prime} n} . } \tag{A16}
\end{align*}
$$

## APPENDIX B: EXPANSION COEFFICIENT FOR THE SPHERICAL BESSEL FUNCTION

Our purpose here is to evaluate the coefficient

$$
\begin{equation*}
\mathrm{C}_{n}^{\ell}(2-\alpha, \bar{n})=\int_{0}^{\infty} d \rho \rho^{2} j_{\ell}(\bar{n} \rho) \mathcal{F}_{n}^{\ell}(\alpha, \rho) \tag{B1}
\end{equation*}
$$

From Eq. (A10) this can be transformed to

$$
\begin{align*}
\mathrm{C}_{n}^{\ell}(2-\alpha, \bar{n})=(-1)^{n} & {\left[\frac{2}{n!\Gamma\left(n+\ell+\frac{3}{2}\right)}\right]^{\frac{1}{2}} } \\
& \times \sum_{s=0}^{n} N_{n s}^{\ell}(\alpha) \alpha^{s-n} \mathfrak{J}_{s}^{\ell}(\bar{n}, \alpha), \tag{B2}
\end{align*}
$$

where $N_{n s}$ is defined in Eq. (A5) and

$$
\begin{equation*}
\mathcal{J}_{s}(\bar{n}, \alpha)=\int_{0}^{\infty} d \rho \rho^{2+2 s+\ell_{1}} e^{-\frac{1}{2} \alpha \rho^{2}} j_{l}(\bar{n} \rho) . \tag{B3}
\end{equation*}
$$

We insert the Taylor's series for $j_{\ell}$ and integrate term by term.

$$
\begin{align*}
\mathfrak{J}_{s}^{\ell}(\bar{n}, \alpha)= & (2 \bar{n})^{\ell} \sum_{m=0}^{\infty} \frac{(-1)^{m}(\ell+m)!\bar{n}^{2 m}}{m!(2+2 m+1)!} \\
& \times \frac{1 \cdot 3 \cdot 5 \cdots(1+2 s+2 m+2)}{2^{2+s+m+\ell\left(\frac{1}{2} \alpha\right)^{\frac{2}{3}+s+m+\ell}}} \\
= & \frac{(2 \bar{n}) 2^{s-\ell}}{\alpha^{\left(\frac{2}{3}+s+\right)}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{\Gamma\left(\frac{3}{2}+s+m+\ell\right)}{\Gamma\left(\frac{3}{2}+m+\ell\right)} \frac{\left(-\frac{\bar{n}^{2}}{2 \alpha}\right)^{m}}{m!} \\
= & \frac{\bar{n} 2^{s}}{\alpha^{\left(\frac{2}{3}+s+\ell\right)}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{\Gamma\left(\frac{3}{2}+s+\ell\right)}{\Gamma\left(\frac{3}{2}+\ell\right)} \\
& \times{ }_{1} F_{1}\left(\frac{3}{2}+s+\ell ; \frac{3}{2}+\ell ;-\bar{n}^{2} / 2 \alpha\right) . \tag{B4}
\end{align*}
$$

Thus we find that $J_{s}$ is a hypergeometric function. We now employ the Kummer transformation

$$
{ }_{1} F_{1}(a ; c ; x)=e^{x}{ }_{1} F_{1}(c-a ; c ;-x)
$$

to give
$J_{s}^{\ell}(\bar{n}, \alpha)=\frac{\bar{n}^{\ell} 2^{s}}{\alpha^{\frac{3}{3}+s+\ell}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{\Gamma\left(\frac{3}{2}+s+\ell\right)}{\Gamma\left(\frac{3}{2}+\ell\right)}$

$$
\begin{equation*}
\times e^{-n^{2} / 2 x} F_{1}\left(-s ; \ell+\frac{3}{2} ; \bar{n}^{2} / 2 \alpha\right) . \tag{B5}
\end{equation*}
$$

Comparison of this expression with the definition of $F_{n}^{\ell}$ in Eq. (A4) leads to

$$
\begin{equation*}
J_{s}^{l}(\bar{n}, \alpha)=\alpha^{-\left(\frac{3}{2}+\frac{1}{2} \ell\right)}\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}(-\alpha)^{-s} F_{s}\left(2, \bar{n} / \alpha^{\frac{1}{2}}\right) . \tag{B6}
\end{equation*}
$$

This is now substituted back into Eq. (B2) and use is made of Eq. (A5):

$$
\begin{align*}
\mathcal{C}_{n}^{\ell}(2-\alpha, \bar{n})= & \frac{\pi^{\frac{1}{2}} \alpha^{-\frac{3}{2}-\frac{1}{2} \ell-n}}{\left[n!\Gamma\left(n+\pi+\frac{3}{2}\right)\right]^{\frac{1}{2}}} \\
& \quad \times \sum N_{n s}^{\ell}(-\alpha) F_{s}^{\ell}\left(2, \bar{n} / \alpha^{\frac{1}{2}}\right) . \tag{B7}
\end{align*}
$$

We next make use of Eqs. (A9) and (A4):

$$
\begin{align*}
\mathcal{C}_{n}^{\ell}(2-\alpha, \bar{n})= & \frac{\pi^{\frac{1}{2}} \alpha^{-\frac{3}{2}-\frac{1}{2} \ell-n}}{\left[n!\Gamma\left(n+\ell+\frac{3}{2}\right)\right]^{\frac{1}{2}}} F_{n}^{\ell}\left(2-\alpha, \bar{n} / \alpha^{\frac{1}{2}}\right) \\
= & \left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{(2-\alpha)^{n+\frac{1}{2} \ell}}{\alpha^{\frac{3}{2}+n+\frac{1}{2} \ell}}(-1)^{n} \\
& \times \mathcal{F}_{n}^{\ell}\left(2-\alpha, \frac{\bar{n}}{[\alpha(2-\alpha)]^{\frac{1}{2}}}\right) \tag{B8}
\end{align*}
$$

Thus, if we make a simple change of variables

$$
\begin{align*}
& \mathfrak{C}_{n}^{\ell}\left(\alpha, \frac{k}{\beta}\right)=\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{\alpha^{n+\frac{1}{2} \ell}}{(2-\alpha)^{n+\frac{1}{2}+\frac{3}{2}}}(-1)^{n} \\
& \quad \times \mathscr{F}_{n}^{\ell}\left(\alpha, \frac{k}{\beta[\alpha(2-\alpha)]^{\frac{1}{2}}}\right) . \tag{B9}
\end{align*}
$$

## APPENDIX C: EVALUATION OF THE FUNCTION $G_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}$

The function $\mathscr{G}_{n_{1} n_{2}}^{\ell \ell_{1} f_{2}}(r)$ is defined by

$$
\begin{equation*}
\mathfrak{G}_{n_{2} n_{1}}^{\ell_{1} \ell_{2}}(r)=\int_{0}^{\infty} d k k^{2} j_{f}(k r) \mathrm{C}_{n_{1}}^{\ell_{1}}\left(\alpha_{1}, \frac{k}{\beta_{1}}\right) \mathcal{C}_{n_{2}}^{\ell_{2}}\left(\alpha_{2}, \frac{k}{\beta_{2}}\right) \tag{C1}
\end{equation*}
$$

We use Eq. (9) to replace the C's:

$$
\begin{align*}
& \mathbb{G}_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r) \\
& =(-1)^{n_{1}+n_{2}} \frac{\pi}{2} \frac{\alpha_{1}^{\left(n_{1}+\frac{1}{2} \ell_{1}\right)} \alpha_{2}^{\left(n_{2}+\frac{1}{2} \ell_{2}\right)} g(r)}{\left.\left(2-\alpha_{1}\right)^{\left(n_{1}+\frac{1}{2} \ell_{1}+\frac{3}{2}\right)}\left(2-\alpha_{2}\right)^{\left(n_{2}+\frac{1}{2} \ell_{2}+\frac{3}{2}\right.}\right)},  \tag{C2a}\\
& g(r)=\int_{0}^{\infty} d k k^{2} j(k r) \mathcal{F}_{n_{2}}^{\ell_{1}}\left(\alpha_{1}, \frac{k}{\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}}\right) \\
& \quad \times \mathcal{F}_{n_{2} \ell_{2}}\left(\alpha_{2}, \frac{k}{\beta_{2}\left[\alpha_{2}\left(2-\alpha_{2}\right)\right]^{\frac{1}{2}}}\right) . \quad(\mathrm{C} 2 \mathrm{~b}) \tag{C2b}
\end{align*}
$$

Equation (A10) is used to replace the $\mathcal{F}$ 's.
$g(r)$

$$
=\frac{(-1)^{n_{1}+n_{2}} 2\left[\sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}} N_{n_{1} s_{1}}^{\ell_{1}}\left(\alpha_{1}\right) N_{n_{2} s_{2}}^{\ell_{2}}\left(\alpha_{2}\right) \alpha_{1}^{s_{1}-n_{1}} \alpha_{2}^{s_{2}-n_{2}} h(r)\right]}{\left[n_{1}!\Gamma\left(n_{1}+\ell_{1}+\frac{3}{2}\right) n_{2}!\Gamma\left(n_{2}+\ell_{2}+\frac{3}{2}\right)\right]^{1 / 2}},
$$

$$
\begin{gather*}
h(r)=\left(\frac{1}{\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}}\right)^{2 s_{1}+\ell_{1}}\left(\frac{1}{\beta_{2}\left[\alpha_{2}\left(1-\alpha_{2}\right)\right]}\right)^{2 s_{2}+\ell_{2}}  \tag{C3a}\\
\times \int_{0}^{\infty} d k e^{-k_{2} / 4 \beta_{2}} k^{2+2 n+\ell} \ell_{\ell}(k r),  \tag{C3b}\\
\beta=\left[\frac{\beta_{1}^{2}\left(2-\alpha_{1}\right) \beta_{2}^{2}\left(2-\alpha_{2}\right)}{2\left[\beta_{1}^{2}\left(2-\alpha_{1}\right)+\beta_{2}^{2}\left(2-\alpha_{2}\right)\right]}\right]^{\frac{1}{2}}, \tag{C3c}
\end{gather*}
$$

With the help of Eqs. (B3) and (B6) we find

$$
\begin{align*}
h(r)= & \left(\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]\right)^{-2 s_{1}-\ell_{1}} \\
& \times\left(\beta_{2}\left[\alpha_{2}\left(1-\alpha_{2}\right)\right]^{\frac{1}{2}}\right)^{-2 s_{2}-\ell_{2}} y_{n}\left(r, 1 / 2 \beta^{2}\right) \\
= & \left(\frac{\pi}{2}\right)^{\frac{z}{2}}(-1)^{n} \\
& \times \frac{\left(2 \beta^{2}\right)^{n+\frac{1}{2} \ell+\frac{3}{2}} F_{n}^{\ell}(2, r \beta \sqrt{2})}{\left(\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}\right)^{2 s_{1}+\ell_{1}}\left(\beta_{2}\left[\alpha_{2}\left(1-\alpha_{2}\right)\right]^{\frac{1}{2}}\right)^{2 s_{2}+\ell_{2}}} . \tag{C4}
\end{align*}
$$

Now we use Eq. (A4)

$$
\begin{equation*}
h(r)=\frac{\left[2 \pi n!\Gamma\left(n+\ell+\frac{3}{2}\right)\right]^{\frac{1}{2}} \beta^{3}(2 \beta)^{2 n+\ell_{\mathcal{F}} \ell}(2, \beta r)}{\left(\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}\right)^{2 s_{1}+\ell_{1}}\left(\beta_{2}\left[\alpha_{2}\left(2-\alpha_{2}\right)^{\frac{1}{2}}\right)^{2 s_{2}+\ell} \ell_{2}\right.} . \tag{C5}
\end{equation*}
$$

Substituting back into Eqs. (C2) and (C3)

$$
\begin{aligned}
& \mathfrak{G}_{n_{1} n_{2}}^{\ell_{1} \ell_{2}}(r) \\
& =\frac{\pi^{\frac{3}{2}} \alpha_{1}^{\left(n+\frac{1}{2} \ell_{1}\right)} \alpha_{2}^{\left(n_{2}+\frac{1}{2} \ell_{2}\right)} \sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}} N_{n_{1} s_{1}}^{\ell_{1}}\left(\alpha_{1}\right) N_{n_{2} g_{2}}^{\ell_{2}}\left(\alpha_{2}\right) \alpha_{1}^{s_{1}-n_{1}} \alpha_{2}^{s_{2}-n}}{\left(2-\alpha_{1}\right)^{n_{1}+\frac{1}{2} \ell_{1}+\frac{3}{2}}\left(2-\alpha_{2}\right)^{n_{2}+\frac{1}{2} \ell_{2}+\frac{3}{2}}} \\
& \times\left[n_{1}!\Gamma\left(n_{1}+\ell_{1}+\frac{3}{2}\right) n_{2}!\Gamma\left(n_{2}+\ell_{2}+{ }^{\frac{3}{2}}\right)\right]^{\frac{1}{2}} \\
& \times \frac{2^{2 n+\ell+\frac{1}{2}}\left[n!\Gamma\left(n+\ell+\frac{3}{2}\right)\right]^{\frac{1}{2}} \beta^{2 n+\ell+3}}{\left(\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}\right)^{2 s_{1}+\ell_{1}}\left(\beta_{2}\left[\alpha_{2}\left(2-\alpha_{2}\right)\right]^{\frac{1}{2}}\right)^{2 s_{2}+\ell_{2}}} \mathcal{F}_{n}(2, \beta r) . \\
& G_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r)
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{\left(-\alpha_{1}\right)^{n_{1}-s_{1}}\left(-\alpha_{2}\right)^{n_{2}-s_{2}}(2 \beta)^{2 n+\ell+3} \mathcal{F}_{n}(2, \beta r)}{\left(2-\alpha_{1}\right)^{n_{1}+s_{2}+\ell_{1}+\frac{3}{2}}\left(2-\alpha_{1}\right)^{n_{2}+s_{2}+\ell_{2}+\frac{3}{2}} \beta_{1}^{2 s_{1}+\ell_{1}} \beta_{2}^{2 s_{1}+\ell_{1}}} \\
& =\sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}}\left\{\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
s_{2} n_{2} \ell_{2} \beta_{2} \alpha_{2} \\
n \ell \beta
\end{array}\right\} \mathscr{F}_{n}^{\ell}(2, \beta r) . \tag{C6}
\end{align*}
$$

Now eliminate the $N$ 's with Eq. (A5):
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#### Abstract

The Lie algebra of $S U(1,1)$ and its Hermitian representations are used together with spherical harmonics to solve the wave equations for the nonrelativistic $q$-dimensional oscillator and the relativistic Kepler problem.


## INTRODUCTION

IN the case of spherical potentials, the use of spherical harmonics reduces the solution of the wave equation to the solution of a radial equation corresponding to a formal one-dimensional problem. In some interesting cases, the radial equation can be put in the form

$$
\begin{equation*}
-\frac{d^{2} X}{d x^{2}}+\left(x^{2}+K / x^{2}\right) X=w X \tag{1}
\end{equation*}
$$

In other words, one has to find the eigenvalues $w$ of the Hamiltonian

$$
\begin{equation*}
H=\pi^{2}+x^{2}+\left(K / x^{2}\right) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi=-i(d / d x) \tag{3}
\end{equation*}
$$

It is shown in Sec. I that the whole spectrum of $H$ can be found with the aid of a noninvariance group,

[^67]namely the covering group $\overline{S U(1,1)}$ of the two-dimensional Lorentz group. The unitary representations of $S U(1,1)$ have been obtained by Bargmann, ${ }^{1}$ those of $\overline{S U(1,1)}$ by Pukanszky. ${ }^{2}$ Let us mention also the works of Sannikov ${ }^{3}$ and Barut and Fronsdal. ${ }^{4}$

In Sec. II, a complete classification of the states of the nonrelativistic $q$-dimensional harmonic oscillator is given, using the spherical harmonics of $S O(q)$ and unitary representations of the group $\overline{S U(1,1)}$.

The case of the relativistic hydrogen atom is examined in Sec. III.

## I. THE ONE-DIMENSIONAL PROBLEM

In this section, we intend to find the spectrum of the Hamiltonian (1) corresponding to a particle of

[^68]Substituting back into Eqs. (C2) and (C3)

$$
\begin{aligned}
& \mathfrak{G}_{n_{1} n_{2}}^{\ell_{1} \ell_{2}}(r) \\
& =\frac{\pi^{\frac{3}{2}} \alpha_{1}^{\left(n+\frac{1}{2} \ell_{1}\right)} \alpha_{2}^{\left(n_{2}+\frac{1}{2} \ell_{2}\right)} \sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}} N_{n_{1} s_{1}}^{\ell_{1}}\left(\alpha_{1}\right) N_{n_{2} g_{2}}^{\ell_{2}}\left(\alpha_{2}\right) \alpha_{1}^{s_{1}-n_{1}} \alpha_{2}^{s_{2}-n}}{\left(2-\alpha_{1}\right)^{n_{1}+\frac{1}{2} \ell_{1}+\frac{3}{2}}\left(2-\alpha_{2}\right)^{n_{2}+\frac{1}{2} \ell_{2}+\frac{3}{2}}} \\
& \times\left[n_{1}!\Gamma\left(n_{1}+\ell_{1}+\frac{3}{2}\right) n_{2}!\Gamma\left(n_{2}+\ell_{2}+{ }^{\frac{3}{2}}\right)\right]^{\frac{1}{2}} \\
& \times \frac{2^{2 n+\ell+\frac{1}{2}}\left[n!\Gamma\left(n+\ell+\frac{3}{2}\right)\right]^{\frac{1}{2}} \beta^{2 n+\ell+3}}{\left(\beta_{1}\left[\alpha_{1}\left(2-\alpha_{1}\right)\right]^{\frac{1}{2}}\right)^{2 s_{1}+\ell_{1}}\left(\beta_{2}\left[\alpha_{2}\left(2-\alpha_{2}\right)\right]^{\frac{1}{2}}\right)^{2 s_{2}+\ell_{2}}} \mathcal{F}_{n}(2, \beta r) . \\
& G_{n_{1} n_{2}}^{\ell \ell_{1} \ell_{2}}(r)
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{\left(-\alpha_{1}\right)^{n_{1}-s_{1}}\left(-\alpha_{2}\right)^{n_{2}-s_{2}}(2 \beta)^{2 n+\ell+3} \mathcal{F}_{n}(2, \beta r)}{\left(2-\alpha_{1}\right)^{n_{1}+s_{2}+\ell_{1}+\frac{3}{2}}\left(2-\alpha_{1}\right)^{n_{2}+s_{2}+\ell_{2}+\frac{3}{2}} \beta_{1}^{2 s_{1}+\ell_{1}} \beta_{2}^{2 s_{1}+\ell_{1}}} \\
& =\sum_{s_{1}=0}^{n_{1}} \sum_{s_{2}=0}^{n_{2}}\left\{\begin{array}{c}
s_{1} n_{1} \ell_{1} \beta_{1} \alpha_{1} \\
s_{2} n_{2} \ell_{2} \beta_{2} \alpha_{2} \\
n \ell \beta
\end{array}\right\} \mathscr{F}_{n}^{\ell}(2, \beta r) . \tag{C6}
\end{align*}
$$

Now eliminate the $N$ 's with Eq. (A5):

JOURNAL OF MATHEMATICALPHYSICS VOLUME 8, NUMBER11 NOVEMBER 1967

# Partial Group-Theoretical Treatment for the Relativistic Hydrogen Atom 

H. BACRY*<br>The Institute for Advanced Study, Princeton, New Jersey<br>AND<br>J. L. Richard

Université de Marseille, Marseille, France
(Received 15 March 1967; final manuscript received 26 April 1967)


#### Abstract

The Lie algebra of $S U(1,1)$ and its Hermitian representations are used together with spherical harmonics to solve the wave equations for the nonrelativistic $q$-dimensional oscillator and the relativistic Kepler problem.


## INTRODUCTION

IN the case of spherical potentials, the use of spherical harmonics reduces the solution of the wave equation to the solution of a radial equation corresponding to a formal one-dimensional problem. In some interesting cases, the radial equation can be put in the form

$$
\begin{equation*}
-\frac{d^{2} X}{d x^{2}}+\left(x^{2}+K / x^{2}\right) X=w X \tag{1}
\end{equation*}
$$

In other words, one has to find the eigenvalues $w$ of the Hamiltonian

$$
\begin{equation*}
H=\pi^{2}+x^{2}+\left(K / x^{2}\right) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi=-i(d / d x) \tag{3}
\end{equation*}
$$

It is shown in Sec. I that the whole spectrum of $H$ can be found with the aid of a noninvariance group,

[^69]namely the covering group $\overline{S U(1,1)}$ of the two-dimensional Lorentz group. The unitary representations of $S U(1,1)$ have been obtained by Bargmann, ${ }^{1}$ those of $\overline{S U(1,1)}$ by Pukanszky. ${ }^{2}$ Let us mention also the works of Sannikov ${ }^{3}$ and Barut and Fronsdal. ${ }^{4}$

In Sec. II, a complete classification of the states of the nonrelativistic $q$-dimensional harmonic oscillator is given, using the spherical harmonics of $S O(q)$ and unitary representations of the group $\overline{S U(1,1)}$.

The case of the relativistic hydrogen atom is examined in Sec. III.

## I. THE ONE-DIMENSIONAL PROBLEM

In this section, we intend to find the spectrum of the Hamiltonian (1) corresponding to a particle of

[^70]Table I. Unitary representations of $S U(1,1)$.

| Name | $\begin{gathered} D_{P}(Q, h) \\ \text { (Principal series) } \end{gathered}$ | $D_{s}(Q, h)$ (Supplementary series) | $D^{+}(\sigma)$ | $D^{-}(\sigma)$ | Trivial |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Invariants | $\begin{aligned} & \sigma=-\frac{1}{2}+i s \\ & s \in \mathbb{R} \\ & -\frac{1}{2}<h \leqq \frac{1}{2} \\ & \text { (case } h=\frac{1}{2}, s=0 \\ & \text { excluded). } \end{aligned}$ | $\begin{gathered} 0<\sigma<\frac{1}{2}-\|h\| \\ -\frac{1}{2}<h<\frac{1}{2} \end{gathered}$ |  |  | $\sigma=0$ |
| $J_{3}$ spectrum | $n^{\prime}=0$ | $\begin{aligned} & +n^{\prime} \\ & \pm 2, \pm 3, \cdots \end{aligned}$ | $-\sigma,-\sigma+1,-\sigma+2, \cdots \quad \sigma, \sigma-1, \sigma-2, \cdots$ |  | 0 |

mass $\frac{1}{2}$ placed in the potential $V(x)=x^{2}+\left(K / x^{2}\right)$, where $K$ is an arbitrary constant.
The dynamical variables

$$
\begin{align*}
& J_{1}=\frac{1}{4}\left(H-2 x^{2}\right),  \tag{4}\\
& J_{2}=\frac{1}{4}(x \pi+\pi x),  \tag{5}\\
& J_{3}=\frac{1}{4} H, \tag{6}
\end{align*}
$$

are clearly Hermitian. Using the property

$$
\begin{equation*}
[x, \pi]=i, \tag{7}
\end{equation*}
$$

one readily derives the commutation relations

$$
\begin{align*}
& {\left[J_{1}, J_{2}\right]=-i J_{3},}  \tag{8}\\
& {\left[J_{2}, J_{3}\right]=i J_{1},}  \tag{9}\\
& {\left[J_{3}, J_{1}\right]=i J_{2},} \tag{10}
\end{align*}
$$

which are those of the Lie algebra of $S U(1,1)$. Consequently, the Hermitian operators $J_{1}, J_{2}, J_{3}$ generate a unitary representation of $\overline{S U(1,1)}$. The computation of the Casimir operator $Q$ leads to the constant

$$
\begin{equation*}
Q=-J_{1}^{2}-J_{2}^{2}+J_{3}^{2}=\frac{1}{4}\left(K-\frac{3}{4}\right) . \tag{11}
\end{equation*}
$$

Note that the equation

$$
\begin{equation*}
Q=\sigma(\sigma+1) \tag{12}
\end{equation*}
$$

has two solutions, namely

$$
\begin{align*}
& \sigma_{1}=-\frac{1}{2}-\frac{1}{2}\left[K+\frac{1}{4}\right]^{\frac{1}{2}},  \tag{13}\\
& \sigma_{2}=-\frac{1}{2}+\frac{1}{2}\left[K+\frac{1}{4}\right]^{\frac{1}{2}} . \tag{14}
\end{align*}
$$

As shown in references above, the number $\sigma$ is generally not sufficient to characterize the unitary representation of $\overline{S U(1,1)}$. Another number $h$, the range of which is $\left[-\frac{1}{2}, \frac{1}{2}\right]$, is needed. This number is defined as the fractional part of the eigenvalues of $J_{3}$. Given a unitary representation of $\overline{S U(1,1)}$, the spectrum of $J_{3}$ is well defined without any degeneracy, as indicated in Table I. Note that the number $h$ occurs only in the principal series $D_{P}(Q, h)$ and the supplementary series $D_{S}(Q, h)$ and that for each value of
$\sigma \leq-1$ correspond only two unitary representations, one of the class $D^{+}(\sigma)$ with a lower bound for the $J_{3}$ spectrum, the other of the class $D^{-}(\sigma)$ with an upper bound.

Let us apply these properties to the case of the harmonic oscillator in one dimension:

$$
\begin{equation*}
-\left(\hbar^{2} / 2 m\right)\left(d^{2} R / d r^{2}\right)+\frac{1}{2} m \omega^{2} r^{2} R=E R . \tag{15}
\end{equation*}
$$

By introducing the new variables

$$
\begin{align*}
& x=(m \omega / \hbar)^{\frac{1}{2}} r,  \tag{16}\\
& w=2 E / \hbar \omega, \tag{17}
\end{align*}
$$

we are led to Eq. (1) with $K=0$. For this value of $K$, one recognizes the Lie algebra proposed by Sannikov. ${ }^{3}$ According to (13) and (14), the values of $\sigma$ are

$$
\begin{align*}
& \sigma_{1}=-\frac{3}{4},  \tag{18}\\
& \sigma_{2}=-\frac{1}{4} . \tag{19}
\end{align*}
$$

They are both negative. Let us verify that the corresponding representations $D^{+}\left(-\frac{3}{4}\right)$ and $D^{+}\left(-\frac{1}{4}\right)$ piovide us all energy levels. In fact, according to Table I and Eqs. (1), (2), and (6), we get

$$
\begin{equation*}
\frac{1}{4} w=-\sigma+n^{\prime}, \tag{20}
\end{equation*}
$$

where $n^{\prime}$ takes the values $0,1,2,3, \cdots$. Therefore from (17), the energy spectrum for $E$ is given by

$$
\begin{align*}
& D^{+}\left(-\frac{3}{4}\right): E=\left(2 n^{\prime}+\frac{3}{2}\right) \hbar \omega,  \tag{21}\\
& D^{+}\left(-\frac{1}{4}\right): E=\left(2 n^{\prime}+\frac{1}{2}\right) \hbar \omega . \tag{22}
\end{align*}
$$

These relations prove that the levels are classified in a unitary reducible representations of $\overline{S U(1,1)}$, $D^{+}\left(-\frac{3}{4}\right)$ containing all odd levels and $D^{+}\left(-\frac{1}{4}\right)$ containing all even levels.

That the representations $D^{-}$and $D_{S}$ have to be discarded can be understood from the positiveness of the energy.

As another one-dimensional example, consider the case of the Hamiltonian (2) with $K \leq-\frac{1}{4}$. According to (12), only the principal series can be used. This
problem corresponds to an infinitely deep and infinitely high potential. A direct investigation ${ }^{5}$ of the solutions proves that the spectrum is discrete but that the energy is defined up to an additive constant, a property which corresponds to the fact that a representation of $D_{P}(Q, h)$ is defined up to the choice of the value of $h$.
It is interesting now to look at some more physical examples.

## II. THE $q$-DIMENSIONAL HARMONIC OSCILLATOR ( $q>1$ )

One starts from the radial wave equation for the $q$-dimensional (nonrelativistic) harmonic oscillator

$$
\begin{align*}
\left\{\frac{d^{2}}{d r^{2}}+\frac{q-1}{r} \frac{d}{d r}\right. & -\frac{l(l+q-2)}{r^{2}} \\
& \left.-\frac{m^{2} \omega^{2}}{\hbar^{2}} r^{2}+\frac{2 m E}{\hbar^{2}}\right\} R(r)=0, \tag{23}
\end{align*}
$$

where $l$ is the degree of the spherical harmonics in the $q$-dimensional Euclidean space.

By the following change of variable and function:

$$
\begin{align*}
x & =(m \omega / \hbar)^{\frac{1}{2}} r,  \tag{24}\\
X(x) & =x^{(q-1 / \hbar)} R, \tag{25}
\end{align*}
$$

Eq. (23) takes the form

$$
\begin{equation*}
\left\{-d^{2} / d x^{2}+x^{2}+K / x^{2}-w\right\} X(x)=0 \tag{26}
\end{equation*}
$$

with

$$
\begin{align*}
& w=2 E / \hbar \omega  \tag{27}\\
& K=l(l+q-2)+\frac{1}{4}(q-1)(q-3) \tag{28}
\end{align*}
$$

Putting this value of $K$ in (13) and (14), one gets

$$
\begin{align*}
& \sigma_{1}=-\frac{1}{2} l-\frac{1}{4} q,  \tag{29}\\
& \sigma_{2}=\frac{1}{2} l+\frac{1}{4} q-1 . \tag{30}
\end{align*}
$$

The only representations which are compatible with the positiveness of the energy are those of the type $D^{+}(\sigma)$. The only value of $\sigma$ which is acceptable is $\sigma_{1}$ which is negative for all values of $l$. The spectrum of $J_{3}$ for $D^{+}\left(-\frac{1}{2} l-\frac{1}{4} q\right)$ is

$$
\begin{equation*}
\frac{1}{4} w=\frac{1}{2} l+\frac{1}{4} q+n^{\prime} \quad\left(n^{\prime}=0,1,2,3, \cdots\right) \tag{31}
\end{equation*}
$$

Equation (27) leads to the energy spectrum

$$
\begin{equation*}
E=\left(l+2 n^{\prime}+\frac{1}{2} q\right) \hbar \omega=\left(n+\frac{1}{2} q\right) \hbar \omega, \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
n=l+2 n^{\prime} \tag{33}
\end{equation*}
$$

is the usual quantum number.

[^71]Our result describes the degeneracy of each level characterized by the value of the number $n$. For instance, $n=0$ corresponds to the level ( $l=0$, $\left.n^{\prime}=0\right), n=1$ contains the three levels ( $l=1$, $\left.n^{\prime}=0\right), n=2$ contains the levels ( $l=0, n^{\prime}=1$ ) and ( $l=2, n^{\prime}=0$ ), etc. More generally if $n$ is even, all even values of $l$ are possible from 0 to $n$. If $n$ is odd, all odd values of $l$ are possible from 1 to $n$. Usually, the $q$-dimensional oscillator is described by the invariance group $\operatorname{SU}(q)$ where each level $n$ is associated with the "triangular" representation of symmetric tensors of rank $n$, the dimensionality of this representation describing the degree of degeneracy. One obtains in this way the reducibility of these representations of $S U(q)$ with respect to $S O(q) .^{6}$

In this problem, the group of invariance $S O(q)$ gives rise to a spatial degeneracy. The noninvariance group ${ }^{7}$ $S O(q) \times \overline{S U(1,1)}$ provides us with the complete spectrum, but the "accidental" degeneracy is not explained by an invariance group as it is in the case of the $S U(q)$ description.

## III. THE RELATIVISTIC KEPLER PROBLEM

The radial Klein-Gordon equation for a Coulomb potential $V=-Z e^{2} / r$ can be put in the form ${ }^{8}$
$\frac{1}{\rho^{2}} \frac{d}{d \rho}\left(\rho^{2} \frac{d R}{d \rho}\right)+\left(\frac{w}{4 \rho}-\frac{1}{4}-\frac{l(l+1)-Z^{2} \alpha^{2}}{\rho^{2}}\right) R=0$,
where

$$
\begin{align*}
& \rho=(2 / \hbar c)\left[m^{2} c^{4}-E^{2}\right]^{\frac{1}{2}} r,  \tag{35}\\
& \alpha=e^{2} / \hbar c,  \tag{36}\\
& w=4 Z \alpha E /\left[m^{2} c^{4}-E^{2}\right]^{\frac{1}{2}} .
\end{align*}
$$

${ }^{6}$ The dimensionality of the space of homogeneous polynomials of
degree $l$ in the $q$-dimensional space is $\binom{l+q-1}{l}$. The Laplace
operator transforms this space into the space of homogeneous
polynomials of degree $l-2$. The kernel of this transformation is the
space of spherical harmonics of degree $l$, the dimensionality of which
is then
$N_{i}^{q}=\binom{l+q-1}{l}-\binom{l+q-3}{l-2}=(q+2 l-2) \frac{(q+l-3)!.}{l!(q-2)!}$
The reduction of the "triangular" representations of $S U(q)$ with respect to $S O(q)$ corresponds to the following relations

$$
\sum_{\substack{l=0 \\ \text { (even) }}}^{n} N_{i}^{q}=\binom{n+q-1}{q}, \sum_{\substack{l=1 \\ \text { (odd) }}}^{n} N_{l}^{q}=\binom{n+q-1}{q} .
$$

${ }^{7}$ Clearly, we must use in our approach reducible representations of the group $S O(q) \times S U(I, I)$. We used the theory of spherical harmonics of the $q$-dimensional Euclidean space in order to obtain the reduction of the representation. In that sense, our method, although complete, is only partially group theoretical.
${ }^{8}$ The notation is that of L. J. Schiff, Quantum Mechanics (McGraw-Hill Book Company, Inc., New York, 1955) p. 338.

A new change of variable and function

$$
\begin{align*}
\rho & =x^{2},  \tag{38}\\
R & =x^{-\frac{3}{2}} X, \tag{39}
\end{align*}
$$

leads to the Eq. (1) where $K$ takes the value

$$
\begin{equation*}
K=4 l(l+1)-4 Z^{2} \alpha^{2}+\frac{3}{4} . \tag{40}
\end{equation*}
$$

The corresponding negative value ${ }^{9}$ of $\sigma$ is

$$
\begin{equation*}
\sigma=-\frac{1}{2}-\left[\left(l+\frac{1}{2}\right)^{2}-Z^{2} \alpha^{2}\right]^{\frac{1}{2}} . \tag{41}
\end{equation*}
$$

The positiveness of the energy requires us to choose the representation $D^{+}(\sigma)$. Formulas (20), (35), and (39) provide us the energy spectrum

$$
\begin{align*}
& Z \alpha E /\left[m^{2} c^{4}-E^{2}\right]^{\frac{1}{2}}=n^{\prime}+\frac{1}{2} \\
& \quad+\left[\left(l+\frac{1}{2}\right)^{2}-Z^{2} \alpha^{2}\right]^{\frac{1}{2}} \quad\left(n^{\prime}=0,1,2, \cdots\right) \tag{42}
\end{align*}
$$

a well-known result.
The same method can be used for the second-order Dirac equation

$$
\begin{equation*}
\left\{\left(p_{\mu}-e A_{\mu}\right)\left(p^{\mu}-e A^{\mu}\right)-(e \hbar / 2 c) \sigma^{\mu \nu} F_{\mu \nu}-m^{2} c^{2}\right\} \psi=0 \tag{43}
\end{equation*}
$$

which can be written (for the radial part) in the case of Coulomb potential

$$
\begin{align*}
& \left\{\frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d}{d r}\right)+\frac{2 Z \alpha / \hbar c}{r}-\frac{m^{2} c^{4}-E^{2}}{\hbar^{2} c^{2}}\right. \\
& \left.\quad+\frac{Z^{2} \alpha^{2}-l(l+1) / \hbar^{2}-i Z \alpha \sigma \cdot \hat{r}}{r^{2}}\right\} R=0 . \tag{44}
\end{align*}
$$

After the change of variables (35) and (37), this equation becomes

$$
\begin{align*}
&\left\{\frac{1}{\rho^{2}} \frac{d}{d \rho}\left(\rho^{2} \frac{d}{d \rho}\right)+\left(\frac{w}{4 \rho}-\frac{1}{4}\right.\right. \\
&\left.\left.+\frac{Z^{2} \alpha^{2}-l(l+1) / \hbar^{2}-i Z \alpha \sigma \cdot \hat{r}}{\rho^{2}}\right)\right\} R=0 . \tag{45}
\end{align*}
$$

The last term has been diagonalized by Biedenharn ${ }^{10}$ with the aid of the Martin-Glauber ${ }^{11}$ operator

$$
\begin{equation*}
\mathrm{I}^{\prime}=\frac{\boldsymbol{\sigma} \cdot \mathbf{L}}{h}+i Z \alpha \boldsymbol{\sigma} \cdot \hat{r}+1 \tag{46}
\end{equation*}
$$

[^72]which satisfies the equation
\[

$$
\begin{equation*}
\Gamma(\Gamma-1)=\mathbf{L}^{2} / \hbar^{2}+i Z \alpha \sigma \cdot \hat{r}-Z^{2} \alpha^{2} \tag{47}
\end{equation*}
$$

\]

The eigenvalues of $\Gamma(\Gamma-1)$ computed by Biedenharn are

$$
\begin{equation*}
\left[k^{2}-Z^{2} \alpha^{2}\right]^{\frac{1}{2}}\left[\left(k^{2}-Z^{2} \alpha^{2}\right)^{\frac{1}{2}}+\operatorname{sgn}(k)\right], \tag{48}
\end{equation*}
$$

where $k= \pm 1, \pm 2, \pm 3, \cdots$. A simple calculation leads to the representations

$$
\begin{array}{ll}
D^{+}\left[-\left(k^{2}-Z^{2} \alpha^{2}\right)^{\frac{1}{2}}-1\right] & \text { for } \quad k>0 \\
D^{+}\left[-\left(k^{2}-Z^{2} \alpha^{2}\right)\right]^{\frac{1}{2}} & \text { for } \quad k<0 \tag{50}
\end{array}
$$

Consequently the energy spectrum is given by

$$
\begin{align*}
\frac{Z \alpha E}{\left(m^{2} c^{4}-E^{2}\right)^{\frac{1}{2}}} & =n^{\prime}+1+\left(k^{2}-Z^{2} \alpha^{2}\right)^{\frac{1}{2}} & & (k>0) \\
& =n^{\prime}+\left(k^{2}-Z^{2} \alpha^{2}\right)^{\frac{1}{2}} & & (k<0) \tag{51}
\end{align*}
$$

in accordance with the usual formulas.
In this last example, we do not have, truly speaking, a dynamical group since the group which is involved, namely $S O(3) \times \overline{S U(1,1)}$ does not describe the degeneracy due to the spin. The spin variables increase the number of degrees of freedom and for this reason our group is not rich enough under this point of view. Some arguments could be found in favor of a group like $S O(5,1)$ to classify the levels ${ }^{12}$ in the Dirac case.
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#### Abstract

An evolutionary condition is derived from generalized jump relations including dissipation terms and applied to the basic equations of magnetogasdynamics. Two contact discontinuities existing as solutions of these equations are found not to be evolutionary.


STARTING with Friedrichs, ${ }^{1}$ hydromagnetic discontinuities were investigated in a most accurate way, within the framework of ideal magnetogasdynamics (MGD). ${ }^{2-6}$ The ambiguity of such weak solutions is removed by a so-called evolutionary condition, ${ }^{7,8}$ a first-order stability criterion. In the following, this condition is extended to nonideal, one-dimensional MGD.
The one-dimensional, unsteady system of equations, which is later on to be identified with the MGD basic equations, is assumed to be of the form

$$
\begin{equation*}
\mathbf{U}_{t}+(\mathbf{F}-s \mathbf{U})_{x}+\mathbf{G}_{x x}=0 \tag{1}
\end{equation*}
$$

The independent variables $x, t$ refer to a coordinate system moving with the shock velocity $s$. The vectors $\mathbf{F}$ and $\mathbf{G}$ are continuous functions of the variables $\mathbf{U}$. The system (1) consists of a set of conservation laws which has been generalized by adding the dissipation terms $\mathbf{G}_{x x}$. For the shock relations connecting two states constant in space and time of the form

$$
\begin{align*}
\overline{\mathbf{U}}=\mathbf{U}_{1}=\text { const } \quad(x<0),  \tag{2}\\
\mathbf{U}_{2}=\text { const } \quad(x>0),
\end{align*}
$$

we obtain from (1) by integration

$$
\begin{equation*}
\left[\overline{\mathbf{F}}-\bar{s} \overline{\mathbf{U}}+\mathbf{G}_{x}\right]=0 \tag{3}
\end{equation*}
$$

if $[Q]=Q_{1}-Q_{2}, \overline{\mathbf{F}}=\mathbf{F}(\overline{\mathbf{U}})$, and $\overline{\mathbf{G}}=\mathbf{G}(\overline{\mathbf{U}})$. With respect to the subsequent identification of $\mathbf{G}$ (depending only on the magnetic field strength which must be continuous across a discontinuity in the case of finite electrical conductivity), (3) can only be satisfied if

$$
\begin{equation*}
[\overline{\mathbf{G}}]=0 . \tag{4}
\end{equation*}
$$

[^74]The shock relations have, therefore, the general form

$$
\begin{equation*}
[\overline{\mathbf{F}}-\bar{s} \overline{\mathbf{U}}]=0, \tag{5}
\end{equation*}
$$

modified by the secondary condition (4). Discontinuities determined by these shock relations are required to satisfy an evolutionary condition. By virtue of the dissipation term, the condition we now derive is essentially different from that which holds for the nondissipative system.

A perturbed solution of (1) may be written in the form ${ }^{9}$

$$
\begin{equation*}
\mathbf{U}=\overline{\mathbf{U}}+\delta \mathbf{U} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
s=\bar{s}+\delta s, \tag{7}
\end{equation*}
$$

where the perturbations correspond to incoming and outgoing small-amplitude waves. $\mathbf{U}$ has to satisfy the boundary conditions

$$
\begin{equation*}
\left[\mathbf{F}-s \mathbf{U}+\mathbf{G}_{x}\right]=0 \tag{8}
\end{equation*}
$$

and the condition (4). Neglecting quadratic and higher-order terms in $\delta \mathbf{U}$, a Taylor expansion of $\mathbf{F}$ and G leads to the linearized form of (8):

$$
\begin{align*}
& {\left[\hat{A} \delta \mathbf{U}-\overline{\mathbf{U}} \delta s+R \delta \mathbf{U}_{x}\right] }=0, \\
& \hat{A}=A-s I, \delta \mathbf{U}_{x}=(\delta \mathbf{U})_{x} \tag{9}
\end{align*}
$$

if the matrices $A$ and $R$ are defined as $A=\partial \mathbf{F} /\left.\partial \mathbf{U}\right|_{\mathbf{U}=\overline{\mathbf{U}}}$ and $R=\partial \mathbf{G} /\left.\partial \mathbf{U}\right|_{\mathbf{U}=\overline{\mathbf{U}}}$. In a•alogy to (3), (9) can only be fulfilled if

$$
\begin{equation*}
[R \delta \mathbf{U}]=0 . \tag{10}
\end{equation*}
$$

Being a solution of the linearized equation (1), $\delta \mathbf{U}$ has the form

$$
\begin{equation*}
\delta \mathbf{U}=\sum_{\alpha} \delta a^{(\alpha)} \mathbf{r}^{(\alpha)}(w) \exp \left[i w t-i k^{(\alpha)}(w) x\right] \tag{11}
\end{equation*}
$$

Substituting (11) into the linearized equation (1), we obtain

$$
\begin{equation*}
\left(\hat{A}_{j}-I w / k_{j}-i R_{j} k_{j}\right) \mathbf{r}_{j}=0 \quad(j=1,2) \tag{12}
\end{equation*}
$$

The index $j$ refers to both sides of the discontinuity. Using (11) and (12), separating into incoming and outgoing waves ( $\delta \mathbf{U}_{\mathrm{in}}, \delta \mathbf{U}_{\text {out }}$ ), and choosing signs of

[^75]$\delta a_{\text {out, in }}^{(\alpha)}$ appropriately, Eqs. (9) and (10) become
\[

$$
\begin{align*}
& \sum_{\alpha} \delta a_{\mathrm{out}}^{(\alpha)}\left\{\left(I w / k^{(\alpha)}\right) \mathbf{r}^{(\alpha)}\right\}_{\text {out }}+[\overline{\mathbf{U}}] \delta \sigma \\
& =\sum_{\alpha} \delta a_{\mathrm{in}}^{(\alpha)}\left\{\left(I w / k^{(\alpha)}\right) \mathbf{r}^{(\alpha)}\right\}_{\mathrm{in}},  \tag{13}\\
& \sum_{\alpha} \delta a_{\mathrm{out}}^{(\alpha)}\left(R \mathbf{r}^{(\alpha)}\right)_{\mathrm{out}}=\sum_{\alpha} \delta a_{\mathrm{in}}^{(\alpha)}\left(R \mathbf{r}^{(\alpha)}\right)_{\mathrm{in}} \tag{14}
\end{align*}
$$
\]

where $\delta s=-\delta \sigma \exp (i w t)$. Equations (13) and (14) must be uniquely soluble with respect to $\delta a_{\text {out }}^{(x)}$ and $\delta \sigma$ for given $\delta a_{\mathrm{in}}^{(a)}$ and arbitrary $w$, if the discontinuity is to be physically realizable. Since the wavenumbers $k^{(\alpha)}$ are complicated functions of $w$, as can be seen from the dispersion relation following from Eq. (12), the investigation of a long-wavelength perturbation, i.e., $k$ vanishing in first order, proves to be useful. In first order, (12) goes over into the eigenvalue equation

$$
\begin{equation*}
\left(\hat{A}_{j}-I w / k_{j}\right) \mathbf{r}_{j}=0 \tag{15}
\end{equation*}
$$

In this limit the phase velocities $w / k_{j}$ exactly correspond to the characteristic velocities of the ideal equations (i.e., $\mathbf{G}=0$ ).

Up to here the states $\mathbf{U}_{j}$ have been assumed to be constant. If now the $\mathbf{U}_{j}$ are allowed to be general continuous functions of $x$, it is easy to see that the boundary conditions are valid in the form just derived for $\mathbf{U}_{j}=$ const, if the indices $j=1,2$ correspond only to the point $x=0$ on both sides of the discontinuity. Also Eqs. (13) and (14) remain valid, since, as is shown later on, $R=$ const.

The one-dimensional, unsteady MGD basic equations for constant electrical conductivity $\sigma$ can be written in the form (1), ${ }^{10}$ if


[^76]\[

\mathbf{G}=\left[$$
\begin{array}{c}
0  \tag{18}\\
0 \\
\left(c^{2} / 32 \pi^{2} \sigma\right) H^{2} \\
0 \\
-\left(c^{2} / 4 \pi \sigma\right) H_{y} \\
0 \\
-\left(c^{2} / 4 \pi \sigma\right) H_{z}
\end{array}
$$\right] .
\]

On both sides of the discontinuity, the magnetic permeability $\mu=1 . \mathbf{H}=\left(H_{x}, H_{y}, H_{z}\right)$ is the magnetic field strength, $\mathbf{v}=\left(v_{x}, v_{y}, v_{z}\right)$ the velocity, $\rho$ the density, $p$ the pressure, and $e$ the internal energy density in Gaussian units (CGS units). With $\langle Q\rangle=$ $\frac{1}{2}\left(Q_{1}+Q_{2}\right), m=\rho_{1} \hat{v}_{x 1}=\rho_{2} \hat{v}_{x 2}, \tau=1 / \rho$, and $\hat{v}_{x}=v_{x}$ $-\bar{s}$, taking into account the secondary condition (4) [ $=$ the continuity condition for $\mathbf{H}$ as becomes patent from (18)], the jump relations (5) have the form

$$
\begin{align*}
m[\tau]-\left[v_{x}\right] & =0,  \tag{19}\\
m\left[v_{x}\right]+[p] & =0,  \tag{20}\\
m[e+\langle p\rangle \tau] & =0,  \tag{21}\\
m\left[v_{y}\right] & =0,  \tag{22}\\
\left\langle H_{y}\right\rangle\left[v_{x}\right]-H_{x}\left[v_{y}\right] & =0,  \tag{23}\\
m\left[v_{z}\right] & =0,  \tag{24}\\
H_{x}\left[v_{z}\right] & =0 . \tag{25}
\end{align*}
$$

If $m=0$, Eqs. (19)-(25) determine two contact discontinuities:

$$
\begin{array}{ll}
\text { (a) } H_{x} \neq 0 & {[p],[\mathbf{v}],[\mathbf{H}]=0,} \\
\text { (b) } H_{x}=0 & {[p],\left[v_{x}\right],[\mathbf{H}]=0} \tag{26}
\end{array}
$$

As is shown, both contact discontinuities cannot be evolutionary.

Case $a$. The solution of (15) shows that six different outgoing waves with the phase velocities $-V_{x 1},-c_{f 1}$, $-c_{s 1}, V_{x 2}, c_{f 2}, c_{s 2}$ exist, ${ }^{11}$ where $V_{x}$ is the Alfvén velocity based on $H_{x}, c_{f}$ is the fast and $c_{s}$ the slow magnetosonic velocity. Since $\mathbf{r}^{(\lambda)}$ and [ $\left.\overline{\mathbf{U}}\right]$ are linearly independent, a unique solution of (13) can be found. ${ }^{11}$ From (18) we get

$$
R=\left[\begin{array}{llllll}
0 & & & & &  \tag{27}\\
& 0 & & & & \\
& & c^{2} / 4 \pi \sigma & & & \\
& & 0 & & & \\
& & & -c^{2} / 4 \pi \sigma & & \\
& & & & & 0 \\
& & & & & \\
& & & & -c^{2} / 4 \pi \sigma
\end{array}\right]
$$

[^77]Therefore (14) determines three further equations independent of (13), a fact that must give rise to a contradiction.

Case $b$. Without loss of generality the simplified case based on $\mathbf{v}=\left(v_{x}, 0,0\right)$ and $\mathbf{H}=\left(0, H_{y}, 0\right)$ may be considered. ${ }^{10,11}$ Two outgoing waves with the phase velocities $c_{f 1}\left(=c_{s 1}\right)$ and $-c_{f 2}\left(=-c_{s 2}\right)$ lead to four independent equations (13), (14). Consequently, also in this case, the evolutionary condition cannot be fulfilled.

For $\mathbf{U}_{j} \neq$ constant contact $(m=0)$ as well as general discontinuities, $(m \neq 0)$ may exist. ${ }^{12}$ The
general discontinuities are characterized by $\left[\mathbf{G}_{x}\right] \neq 0$. From what has been stated it is easy to see that both discontinuities cannot be evolutionary.
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#### Abstract

Random anisotropic media are assumed to be characterized by dielectric tensors in which the components are random functions of position. A turbulent plasma in a static magnetic field is one example of such media. In this paper wave propagation in turbulent magnetoactive plasma is studied. The averages of electric field and dielectric displacement vectors over an ensemble of these media are found, assuming these average quantities are time-harmonic plane waves. The effective dielectric tensor is defined as the proportionality factor between the two average quantities. When this effective dielectric tensor is applied to the wave equation, a general dispersion relation for plane waves is derived. Expressions for propagation constants are obtained and some special cases are considered in detail. It is found that, because of random scattering, there are attenuations for both the ordinary and extraordinary waves for the average fields. The results reduce to those obtained by J. B. Keller and F. C. Karal when the anisotropy of the background media is removed


## 1. INTRODUCTION

RECENTLY, the problem of derivation of the effective dielectric constant, permeability, and conductivity of a random medium has been treated by several authors, ${ }^{1-4}$ In these papers, the medium is assumed to consist of a uniform, isotropic background with random concentrations of small particles imbedded in it. But since in many cases the background medium is actually inhomogeneous or anisotropicor even both-the problem of extending their results to such cases is of interest.

[^79]In this paper we limit ourselves to the study of the case of a special type of anisotropic medium corresponding to a plasma in a static magnetic field. The medium is characterized by a dielectric tensor $\boldsymbol{\epsilon}(\mathbf{x})$ which contains a random part. Keller and Karal's ${ }^{2}$ method will be followed to derive an expression for the effective dielectric tensor operator as defined by them. In order to evaluate this tensor operator, the dyadic Green's function for this anisotropic background medium is derived explicitly in terms of a power series expansion. Using this Green's function, the dielectric tensor operator, when applied to a plane wave of wave vector $\mathbf{k}$, can be expressed as an ordinary tensor. General formulas are derived for the elements of this tensor. They reduce to the special case studied by Keller and Karal ${ }^{1}$ when the background becomes isotropic. This effective dielectric tensor is used to predict the behavior of a plane wave by studying its
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#### Abstract

Random anisotropic media are assumed to be characterized by dielectric tensors in which the components are random functions of position. A turbulent plasma in a static magnetic field is one example of such media. In this paper wave propagation in turbulent magnetoactive plasma is studied. The averages of electric field and dielectric displacement vectors over an ensemble of these media are found, assuming these average quantities are time-harmonic plane waves. The effective dielectric tensor is defined as the proportionality factor between the two average quantities. When this effective dielectric tensor is applied to the wave equation, a general dispersion relation for plane waves is derived. Expressions for propagation constants are obtained and some special cases are considered in detail. It is found that, because of random scattering, there are attenuations for both the ordinary and extraordinary waves for the average fields. The results reduce to those obtained by J. B. Keller and F. C. Karal when the anisotropy of the background media is removed


## 1. INTRODUCTION

RECENTLY, the problem of derivation of the effective dielectric constant, permeability, and conductivity of a random medium has been treated by several authors, ${ }^{1-4}$ In these papers, the medium is assumed to consist of a uniform, isotropic background with random concentrations of small particles imbedded in it. But since in many cases the background medium is actually inhomogeneous or anisotropicor even both-the problem of extending their results to such cases is of interest.

[^81]In this paper we limit ourselves to the study of the case of a special type of anisotropic medium corresponding to a plasma in a static magnetic field. The medium is characterized by a dielectric tensor $\boldsymbol{\epsilon}(\mathbf{x})$ which contains a random part. Keller and Karal's ${ }^{2}$ method will be followed to derive an expression for the effective dielectric tensor operator as defined by them. In order to evaluate this tensor operator, the dyadic Green's function for this anisotropic background medium is derived explicitly in terms of a power series expansion. Using this Green's function, the dielectric tensor operator, when applied to a plane wave of wave vector $\mathbf{k}$, can be expressed as an ordinary tensor. General formulas are derived for the elements of this tensor. They reduce to the special case studied by Keller and Karal ${ }^{1}$ when the background becomes isotropic. This effective dielectric tensor is used to predict the behavior of a plane wave by studying its
dispersion relation. General expressions for propagation and attenuation constants for ordinary and extraordinary waves are derived. An example is given for the case of longitudinal propagation.

## 2. FORMULATION

Let us consider a turbulent plasma in a static magnetic field $\mathbf{B}_{0}$. The magnetic field is assumed to be in the $z$ direction. For electromagnetic fields with harmonic time-variation $\exp (-i \omega t)$, the plasma can be characterized by the Cartesian dielectric tensor ${ }^{5}$

$$
\begin{align*}
\boldsymbol{\epsilon}(\mathbf{x})= & \epsilon_{0}+\epsilon_{1}(\mathbf{x})=\left[\begin{array}{ccc}
1-X & -i X Y & 0 \\
i X Y & 1-X & 0 \\
0 & 0 & 1-X
\end{array}\right] \\
& +\Delta X(\mathbf{x})\left[\begin{array}{ccc}
-1 & -i Y & 0 \\
i Y & -1 & 0 \\
0 & 0 & -1
\end{array}\right]+0\left(Y^{2}\right) \tag{2.1}
\end{align*}
$$

where $X=\omega_{p}^{2} / \omega^{2}, \quad Y=\omega_{c} / \omega . \omega_{p}$ and $\omega_{c}$ are the plasma frequency and cyclotron frequency of electrons, respectively. $\Delta X(\mathbf{x})$ represents the random concentration of irregularities in the plasma and is a random function of position. In the following we assume that the average of $\Delta X(\mathbf{x})$ over an ensemble of these media is zero, i.e., $\langle\Delta X(\mathbf{x})\rangle=0$. Also, in (2.1), $X<1$ and $Y<1$ are assumed.

For this dielectric tensor, the wave equation for the electric field is

$$
\begin{equation*}
L \mathbf{E}=\left(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times-k_{0}^{2} \mathbf{\epsilon}\right) \mathbf{E}=0 \tag{2.2}
\end{equation*}
$$

where $k_{0}$ is the free space wavenumber.
Following Keller and Karal, ${ }^{1}$ Eq. (2.2) is written as

$$
\begin{equation*}
\left(L_{\mathbf{0}}-L_{1}\right) \mathbf{E}=0 \tag{2.3}
\end{equation*}
$$

where

$$
\begin{gather*}
L_{0}=\nabla \times \nabla \times-k_{0}^{2} \epsilon_{0}  \tag{2.4}\\
L_{1}=k_{0}^{2} \epsilon_{1} \tag{2.5}
\end{gather*}
$$

The solution of Eq. (2.3) can be expressed as a series given by

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{0}+L_{0}^{-1} L_{1} \mathbf{E}_{0}+L_{0}^{-1} L_{1} L_{0}^{-1} L_{1} \mathbf{E}_{0}+O\left((\Delta X)^{3}\right) \tag{2.6}
\end{equation*}
$$

where $\mathbf{E}_{0}$ is the solution of (2.3) when $L_{1}=0$ and $L_{0}^{-1}$ is the inverse operator of $L_{0}$. From the definition of dielectric tensor, the displacement vector $\mathbf{D}$ is obtained by multiplying (2.6) by $\epsilon$.

$$
\begin{align*}
\mathbf{D}= & \boldsymbol{\epsilon} \mathbf{E} \\
= & \boldsymbol{\epsilon}_{0} \mathbf{E}_{0}+\left(\boldsymbol{\epsilon}_{1}+\boldsymbol{\epsilon}_{0} L_{0}^{-1} L_{1}\right) \mathbf{E}_{0} \\
& +\left(\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}+\boldsymbol{\epsilon}_{0} L_{0}^{-1} L_{1} L_{0}^{-1} L_{1}\right) \mathbf{E}_{0}+O\left((\Delta X)^{3}\right) \tag{2.7}
\end{align*}
$$

[^82]which holds true for each sample of the ensemble. Taking the ensemble average of (2.7) and using the assumption $\langle\Delta X\rangle=0$, we obtain
\[

$$
\begin{align*}
&\langle\mathbf{D}\rangle=\boldsymbol{\epsilon}_{0} \mathbf{E}_{0}+\left(\left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle+\boldsymbol{\epsilon}_{0}\left\langle L_{0}^{-1} L_{1} L_{0}^{-1} L_{1}\right\rangle\right) \mathbf{E}_{0} \\
&+0\left((\Delta X)^{3}\right) \tag{2.8}
\end{align*}
$$
\]

Similarly, the average of Eq. (2.6) becomes

$$
\begin{equation*}
\langle\mathbf{E}\rangle=\mathbf{E}_{0}+\left\langle L_{0}^{-1} L_{1} L_{0}^{-1} L_{1}\right\rangle \mathbf{E}_{0}+0\left((\Delta X)^{3}\right) \tag{2.9}
\end{equation*}
$$

This equation is then solved by iteration to yield

$$
\begin{equation*}
\mathbf{E}_{0}=\langle\mathbf{E}\rangle-\left\langle L_{0}^{-1} L_{1} L_{0}^{-1} L_{1}\right\rangle\langle\mathbf{E}\rangle+0\left((\Delta X)^{3}\right) \tag{2.10}
\end{equation*}
$$

Substituting Eq. (2.10) into (2.8), we obtain

$$
\begin{equation*}
\langle\mathbf{D}\rangle=\boldsymbol{\epsilon}_{0}\langle\mathbf{E}\rangle+\left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle\langle\mathbf{E}\rangle+0\left((\Delta X)^{3}\right) \tag{2.11}
\end{equation*}
$$

If we define the effective dielectric tensor by

$$
\begin{equation*}
\langle\mathbf{D}\rangle=\boldsymbol{\epsilon}_{\mathrm{eff}}\langle\mathbf{E}\rangle \tag{2.12}
\end{equation*}
$$

then, from Eq. (2.11), we have

$$
\begin{equation*}
\epsilon_{\mathrm{eff}}=\epsilon_{0}+\left\langle\epsilon_{1} L_{0}^{-1} L_{1}\right\rangle+0\left((\Delta X)^{3}\right) \tag{2.13}
\end{equation*}
$$

The above was derived by Keller and Karal. ${ }^{2}$ From this we notice that the effective dielectric tensor is, in general, in the form of an operator tensor. In the following we concentrate on the evaluation of the operator tensor $\left\langle\epsilon_{1} L_{0}^{-1} L_{1}\right\rangle$.

## 3. INVERSE OPERATOR $L_{0}^{-1}$

In terms of Green's function, the inverse operator $L_{0}^{-1}$ operating on any vector function $\mathbf{F}(\mathbf{x})$ can be represented by

$$
\begin{equation*}
L_{0}^{-1} F(\mathbf{x})=\int \Gamma\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \cdot \mathbf{F}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{\Gamma}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ is the dyadic Green's function satisfying the equation

$$
\begin{equation*}
L_{0} \boldsymbol{\Gamma}=-1 \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{3.2}
\end{equation*}
$$

where $I$ is the unit dyadic. A dot represents scalar product. The Fourier transform of (3.2) yields

$$
\begin{equation*}
\left[\left(k_{1}^{2}-p^{2}\right) \mid+\mathbf{p p}+k_{0}^{2} \eta\right] \cdot \Gamma(\mathbf{p})=I \tag{3.3}
\end{equation*}
$$

where

$$
\begin{gather*}
k_{1}^{2}=k_{0}^{2}(1-X)  \tag{3.4}\\
\eta=i X Y\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \tag{3.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\tilde{\Gamma}(\mathbf{p})=\int \Gamma\left(\mathbf{x}, \mathbf{x}^{\prime}\right) e^{-i \mathbf{p} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} d \mathbf{x} \tag{3.6}
\end{equation*}
$$

Equation (2.1) is used in deriving (3.3). For high frequency, $Y \ll 1$, Eq. (3.3) can be solved in a series
of ascending powers of $Y$. Let

$$
\begin{equation*}
\tilde{\Gamma}_{i j}=\tilde{\Gamma}_{i j}^{0}+\tilde{\Gamma}_{i j}^{1}+0\left(Y^{2}\right) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\tilde{\Gamma}_{i j}^{1}\right| /\left|\tilde{\Gamma}_{i j}^{0}\right|=0(Y) \ll 1 . \tag{3.8}
\end{equation*}
$$

Equation (3.3) can be decomposed into
Zeroth order:

$$
\begin{equation*}
\left[\left(k_{1}^{2}-p^{2}\right) \delta_{i k}+p_{i} p_{k}\right] \tilde{\Gamma}_{k j}^{0}=\delta_{i j} \tag{3.9}
\end{equation*}
$$

First order:

$$
\begin{equation*}
\left[\left(k_{1}^{2}-p^{2}\right) \delta_{i k}+p_{i} p_{k}\right] \tilde{\Gamma}_{k j}^{1}=-k_{0}^{2} \eta_{i k} \tilde{\Gamma}_{k j}^{0} \tag{3.10}
\end{equation*}
$$

The solutions for these two algebraic equations are respectively

$$
\begin{align*}
& \tilde{\Gamma}_{i j}^{0}=\left(-\delta_{i j}+p_{i} p_{j} / k_{1}^{2}\right) /\left(p^{2}-k_{1}^{2}\right),  \tag{3.11}\\
& \tilde{\Gamma}_{i j}^{1}=\left[-k_{0}^{2} \eta_{i j}+\left(k_{0}^{2} / k_{1}^{2}\right) \eta_{i k} p_{k} p_{j}+\left(k_{0}^{2} / k_{1}^{2}\right) p_{i} p_{k} \eta_{k j}\right. \\
& \left.\quad-\left(k_{0}^{2} / k_{1}^{4}\right) p_{i} p_{k} \eta_{k l} p_{l} p_{j}\right] /\left(p^{2}-k_{1}^{2}\right)^{2} . \tag{3.12}
\end{align*}
$$

When the values of the components of the matrix $\eta$ are substituted into (3.12), we have
$\tilde{\Gamma}_{12}^{1}=\left(j X Y k_{0}^{2} / k_{1}^{2}\right)\left[k_{1}^{2}-\left(p_{1}^{2}+p_{2}^{2}\right)\right] /\left(p^{2}-k_{1}^{2}\right)^{2}=-\tilde{\Gamma}_{21}^{1}$,
$\Gamma_{13}^{1}=\left(-j X Y k_{0} / k_{1}\right) p_{2} p_{3} /\left(p^{2}-k_{1}\right)^{2}=-\Gamma_{31}^{1}$,
$\tilde{\Gamma}_{23}^{1}=\left(j X Y k_{0}^{2} / k_{1}^{2}\right) p_{3} p_{1} /\left(p^{2}-k_{1}^{2}\right)^{2}=-\tilde{\Gamma}_{32}^{1}$,
$\tilde{\Gamma}_{11}^{1}=\tilde{\Gamma}_{22}^{1}=\tilde{\Gamma}_{33}^{1}=0$.
The inverse Fourier transforms of these expressions can be obtained with the aid of the mean value theorems. ${ }^{2}$ Details are given in Appendix A. To the first order in $Y$, the dyadic Green's function is given by

$$
\begin{equation*}
\Gamma_{i j}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\Gamma_{i j}^{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)+\Gamma_{i j}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right), \tag{3.17}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{i j}^{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =G_{1}(r) \delta_{i j}+G_{2}(r) r_{i} r_{j} / r^{2}  \tag{3.18}\\
\Gamma_{12}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\left[i k_{1} r-2-\left(i k_{1} r-1\right)\left(r_{1}^{2}+r_{2}^{2}\right) / r^{2}\right] G_{3}(r) \\
& =-\Gamma_{21}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.19}\\
\Gamma_{13}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =-\left[\left(i k_{1} r-1\right)\left(r_{2}^{2}+r_{3}^{2}\right) / r^{2}\right] G_{3}(r) \\
& =-\Gamma_{31}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.20}\\
\Gamma_{23}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\left[\left(i k_{1} r-1\right)\left(r_{1}^{2}+r_{3}^{2}\right) / r^{2}\right] G_{3}(r) \\
& =-\Gamma_{32}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.21}\\
\Gamma_{11}^{1} & =\Gamma_{22}^{1}=\Gamma_{33}^{1}=0 . \tag{3.22}
\end{align*}
$$

For convenience we have adopted the following notations:

$$
\begin{equation*}
\mathbf{r}=\mathbf{x}-\mathbf{x}^{\prime}, \quad r=|\mathbf{r}| \tag{3.23}
\end{equation*}
$$

$G_{1}(r)=\left(-1+i k_{1} r+k_{1}^{2} r^{2}\right) e^{i k_{1} r} / 4 \pi k_{1}^{2} r^{3}$

$$
\begin{equation*}
-\delta(r) / 12 \pi k_{1}^{2} r^{2} \tag{3.24}
\end{equation*}
$$

$G_{2}(r)=\left(3-3 i k_{1} r-k_{1}^{2} r^{2}\right) e^{i k_{1} r} / 4 \pi k_{1}^{2} r^{3}$,
$G_{3}(r)=i X Y k_{0}^{2} e^{i k_{1} r} / 8 \pi k_{1}^{2} r$.

One may notice here that this Green's function is valid in a region where the inequality $\left|\Gamma_{i j}^{1}\right| \ll\left|\Gamma_{i j}^{0}\right|$ is satisfied. This corresponds to a region not far away from the source, so that the Faraday rotation effect of the field is not important. In the evaluation of the effective dielectric tensor, the most important contribution to the scattered field from the irregularities is the near-field contribution. Therefore, no appreciable error is introduced if this Green's function is used. The same procedure can be followed to get higherorder terms for the Green's function.

## 4. EFFECTIVE DIELECTRIC TENSOR

To evaluate the effective dielectric tensor, we start with the evaluation of $\left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle$, which is an operator tensor. When it is applied to a plane wave $\mathbf{A} \exp (i \mathbf{k} \cdot \mathbf{x})$, it becomes, with the help of (3.1),

$$
\begin{align*}
&\left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle \cdot \mathbf{A} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} \\
&= k_{0}^{2}\left\langle\boldsymbol{\epsilon}_{1}(\mathbf{x}) \cdot \int \boldsymbol{\Gamma}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \cdot \boldsymbol{\epsilon}_{1}\left(\mathbf{x}^{\prime}\right) \cdot \mathbf{A} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right\rangle \\
&= k_{0}^{2}\left\langle\boldsymbol{\epsilon}_{1}(\mathbf{x}) \cdot \int \boldsymbol{\Gamma}^{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \cdot \boldsymbol{\epsilon}_{1}\left(\mathbf{x}^{\prime}\right) \cdot \mathbf{A} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right\rangle \\
&+k_{0}^{2}\left\langle\boldsymbol{\epsilon}_{1}(\mathbf{x}) \cdot \int \boldsymbol{\Gamma}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \cdot \boldsymbol{\epsilon}_{1}\left(\mathbf{x}^{\prime}\right) \cdot \mathbf{A} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right\rangle \\
&+0\left(Y^{2}(\Delta X)^{3}\right) \tag{4.1}
\end{align*}
$$

In component form, Eq. (4.1) can be written:

$$
\begin{align*}
&\left\langle\epsilon_{1} L_{0}^{-1} L_{1}\right\rangle_{i j} A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} \\
&= k_{0}^{2}\left\langle\epsilon_{l i n}(\mathbf{x}) \int \Gamma_{n m}^{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \epsilon_{l m j}\left(\mathbf{x}^{\prime}\right) A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right\rangle \\
&+k_{\mathbf{0}}^{2}\left\langle\epsilon_{l i n}(\mathbf{x}) \int \Gamma_{n m}^{1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \epsilon_{l m j}\left(\mathbf{x}^{\prime}\right) A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right\rangle \\
&= k_{0}^{2} C_{i n m j}\left[\int \Gamma_{n m}^{0}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \rho(r) A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right. \\
&\left.+\int \Gamma_{n m}^{\mathbf{1}}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \rho(r) A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime}\right] \tag{4.2}
\end{align*}
$$

where

$$
\begin{equation*}
C_{i n m j} \rho(r)=\left\langle\epsilon_{l i n}(\mathbf{x}) \epsilon_{l m j}\left(\mathbf{x}^{\prime}\right)\right\rangle \tag{4.3}
\end{equation*}
$$

The random part of the dielectric tensor $\boldsymbol{\epsilon}_{1}(\mathbf{x})$, as given by (2.1), is due entirely to random fluctuations in plasma density whose correlation is

$$
\begin{equation*}
\rho(r)=\left\langle\Delta X(\mathbf{x}) \Delta X\left(\mathbf{x}^{\prime}\right)\right\rangle /\left\langle(\Delta X)^{2}\right\rangle \tag{4.4}
\end{equation*}
$$

For simplicity we have assumed that irregularities in the density are homogeneous and isotropic, so that the correlation function depends only on $r$.

The tensor product $C_{i n m j} R_{n m}$ for any tensor $R_{n m}$ is given in Appendix B. Applying this relation on (4.2), using the mean value theorem developed by

Keller and Karal, ${ }^{1}$ we can write

$$
\begin{equation*}
\left\langle\epsilon_{\mathbf{1}} L_{\mathbf{0}}^{-1} L_{1}\right\rangle_{i j} A_{j} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}}=\left(S_{i j}+T_{i j}\right) A_{j} e^{i \mathbf{k} \cdot \mathbf{x}} \tag{4.5}
\end{equation*}
$$

where the right-hand side, $S_{i j}$ and $T_{i j}$, are only tensors and no longer operators. Elements of the $S$ matrix are related to the zeroth-order Green's dyadic $\Gamma^{0}$, while elements of the $T$ matrix are related to the first-order Green's dyadic $\Gamma^{(1)}$. They are given to the order of $Y\left\langle(\Delta X)^{2}\right\rangle$ by:

$$
\begin{align*}
S_{11}= & \left\langle(\Delta X)^{2}\right\rangle\left[D+\left(k_{x}^{2} / k^{2}\right) M\right], \\
S_{22}= & \left\langle(\Delta X)^{2}\right\rangle\left[D+\left(k_{y}^{2} / k^{2}\right) M\right], \\
S_{33}= & \left\langle(\Delta X)^{2}\right\rangle\left[D+\left(k_{z}^{2} / k^{2}\right) M\right], \\
S_{12}= & \left\langle(\Delta X)^{2}\right\rangle\left[\left(k_{x} k_{y} / k^{2}\right) M+i 2 Y D\right. \\
& \left.\quad+i Y\left(k_{x}^{2}+k_{y}^{2}\right) M / k^{2}\right], \\
S_{13}= & \left\langle(\Delta X)^{2}\right\rangle\left[M\left(k_{x} k_{z}+i Y k_{y} k_{z}\right) / k^{2}\right],  \tag{4.6}\\
S_{21}= & \left\langle(\Delta X)^{2}\right\rangle\left[\left(k_{x} k_{z} / k^{2}\right) M-i 2 Y D\right. \\
& \left.\quad-i Y\left(k_{x}^{2}+k_{y}^{2}\right) M / k^{2}\right], \\
& \\
S_{23}= & \left\langle(\Delta X)^{2}\right\rangle\left[M\left(k_{z} k_{z}-i Y k_{x} k_{z}\right) / k^{2}\right], \\
S_{31}= & \left\langle(\Delta X)^{2}\right\rangle\left[M\left(k_{x} k_{z}-i Y k_{y} k_{z}\right) / k^{2}\right], \\
S_{32}= & \left\langle(\Delta X)^{2}\right\rangle\left[M\left(k_{y} k_{z}+i Y k_{x} k_{z}\right) / k^{2}\right] ; \\
& T_{11}=T_{22}=T_{33}=0,  \tag{4.7}\\
& T_{12}=\left\langle(\Delta X)^{2}\right\rangle\left[F-H_{x}-H_{y}\right]=-T_{21}, \\
& T_{13}= \\
& -\left\langle(\Delta X)^{2}\right\rangle\left[H_{y}+H_{z}\right]=-T_{31}, \\
& T_{23}=\left\langle(\Delta X)^{2}\right\rangle\left[H_{x}+H_{z}\right]=-T_{32},
\end{align*}
$$

where $\mathbf{k}$ is the wave vector for the plane wave, and

$$
\begin{gather*}
D=k_{0}^{2} \int_{0}^{\infty}\left[G_{1}(r) \rho(r) f(r)-G_{2}(r) \rho(r) r^{-2} k^{-1} \frac{\partial f}{\partial k}\right] d r \\
M=-k_{0}^{2} \int_{0}^{\infty} G_{2}(r) \rho(r) r^{-2}\left(\frac{\partial^{2} f}{\partial k^{2}}-k^{-1} \frac{\partial f}{\partial k}\right) d r,  \tag{4.9}\\
F=k_{0}^{2} \int_{0}^{\infty}\left(i k_{1} r-2\right) G_{3}(r) \rho(r) f(r) d r,  \tag{4.10}\\
H_{\alpha}=-k_{0}^{2} \int_{0}^{\infty}\left(i k_{1} r-1\right) G_{3}(r) \rho(r) r^{-2} \\
\times\left[\frac{k_{\alpha}^{2}}{k^{2}} \frac{\partial^{2} f}{\partial k^{2}}+\frac{1}{k} \frac{\partial f}{\partial k}\left(1-\frac{k_{\alpha}^{2}}{k^{2}}\right)\right] d r \\
\alpha=x, y, z \tag{4.11}
\end{gather*}
$$

$G_{1}(r), G_{2}(r)$, and $G_{3}(r)$ are given by (3.24), (3.25), and (3.26), respectively.

To prove Eqs. (4.6) and (4.7), we consider the
following component of Eq. (4.2):

$$
\begin{align*}
& \left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle_{12} A_{2} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} \\
& =\left\langle(\Delta X)^{2}\right\rangle k_{0}^{2} \int\left[\Gamma_{12}+i Y\left(\Gamma_{11}+\Gamma_{22}\right)\right] \rho(r) A_{2} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime} \\
& =\left\langle(\Delta X)^{2}\right\rangle k_{0}^{2} \int\left\{\frac{\left[r_{1} r_{2}+i Y\left(r_{1}^{2}+r_{2}^{2}\right)\right] G_{2}(r)}{r^{2}}+i 2 Y G_{1}(r)\right. \\
& \left.\quad+\left[\frac{i k_{1} r-2-\left(i k_{1} r-1\right)\left(r_{1}^{2}+r_{2}^{2}\right)}{r^{2}}\right] G_{3}(r)\right\} \\
& \times \rho(r) A_{2} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} d \mathbf{x}^{\prime} . \tag{4.13}
\end{align*}
$$

Changing the variable of integration by the relation $x^{\prime}=s-r$, writing $d r=d r d S$ where $d S$ is the area element on a sphere of radius $r$ centered at $x$, and applying the mean value theorem, we obtain for (4.13)

$$
\begin{align*}
&\left\langle\boldsymbol{\epsilon}_{1} L_{0}^{-1} L_{1}\right\rangle_{12} A_{2} e^{i \mathbf{k} \cdot \mathbf{x}^{\prime}} \\
&=\left\langle(\Delta X)^{2}\right\rangle\left\{\left(k_{x} k_{y} / k^{2}\right) M+i Y\left[2 D+\left(k_{x}^{2}+k_{y}^{2}\right) M / k^{2}\right]\right. \\
&\left.\quad+\left[F-H_{x}-H_{y}\right]\right\} A_{2} e^{i \mathbf{k} \cdot \mathbf{x}} \\
&=\left(S_{12}+T_{12}\right) A_{2} e^{i \mathbf{k} \cdot \mathbf{x}} \tag{4.14}
\end{align*}
$$

Therefore, we have obtained the components $S_{12}$ and $T_{12}$. The other terms of the tensors can be calculated in a similar manner.

Summarizing the above results, we have the effective dielectric tensor for a plane wave with wavenumber $\mathbf{k}$ :

$$
\begin{equation*}
\epsilon_{\mathrm{effi} j}=\epsilon_{0 i j}+S_{i j}+T_{i j} \tag{4.15}
\end{equation*}
$$

We note in (4.15) that the effective dielectric tensor contains a Hermitian part $\epsilon_{0 i j}$ and a non-Hermitian part $S_{i j}+T_{i j}$. The former is the dielectric tensor of a plasma in an external magnetic field $\mathbf{B}_{0}$ and satisfies Onsager's relation $\epsilon_{0 i j}\left(\mathbf{B}_{0}\right)=\epsilon_{0 i j}\left(-\mathbf{B}_{0}\right) .{ }^{5}$ The latter is the contribution to the anisotropy from random scattering of waves in the medium and, in general, does not satisfy Onsager's relation. From the nonHermitian property of the effective dielectric tensor $\boldsymbol{\epsilon}_{\text {eff }}$ it is evident that attenuations of the average fields will occur in the medium and they are caused by the random scattering of waves. Attenuation constants will be derived in the next section.

Also we note that the elements of the effective dielectric tensor depend on the wave vector $k$. For the case $Y=0$, so that the background medium is isotropic, we have $\Gamma^{1}=0$, and the above results reduce to those for a random, isotropic medium treated in Ref. 2.

## 5. PROPAGATION CONSTANT

Once the effective dielectric tensor for the average field in this medium is known, the general dispersion relation for a plane wave with wave vector $\mathbf{k}$ can be
derived. From Eqs. (2.2) and (2.6), it is easy to show ${ }^{1}$ that the average field satisfies

$$
\begin{equation*}
L_{0}\langle\mathbf{E}\rangle+L_{1} L_{0}^{-1} L_{1}(\mathbf{E}\rangle=0 \tag{5.1}
\end{equation*}
$$

For a plane wave of the form

$$
\langle\mathbf{E}\rangle=\mathbf{E}_{0} e^{i \mathbf{k} \cdot \mathbf{x}},
$$

Eq. (5.1) reduces to

$$
\begin{equation*}
W(\mathbf{k}) \cdot \mathbf{E}_{0}=0 \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
W(\mathbf{k})=\mathbf{k} \mathbf{k}-k^{2} \mathbf{i}+k_{0}^{2} \epsilon_{\mathrm{eff}} \tag{5.3}
\end{equation*}
$$

The dispersion relation for this plane wave is then given by the equation

$$
\begin{equation*}
\operatorname{det} \bar{W}(\mathbf{k})=0 \tag{5.4}
\end{equation*}
$$

where det represents determinant. Substituting (4.13) and (5.3) into (5.4), we obtain the following:

$$
\begin{align*}
& \left(k / k_{0}\right)^{4}\left[a_{11} \sin ^{2} \theta \cos ^{2} \phi+a_{22} \sin ^{2} \theta \sin ^{2} \phi+a_{33} \cos ^{2} \theta\right. \\
& \quad+\left(a_{13}+a_{31}\right) \sin \theta \cos \theta \cos \phi+\left(a_{32}+a_{23}\right) \\
& \quad \times \sin \theta \cos \theta \sin \phi+\left(a_{12}+a_{21}\right) \\
& \left.\quad \times \sin ^{2} \theta \cos \phi \sin \phi\right]-\left(k / k_{0}\right)^{2}\left\{\left[a_{22}\left(a_{13}+a_{31}\right)\right.\right. \\
& \left.\quad-a_{12} a_{23}-a_{21} a_{32}\right] \sin \theta \cos \theta \sin \phi \\
& \quad+a_{33}\left(a_{12}+a_{21}\right) \sin ^{2} \theta \cos \phi \sin \phi \\
& \quad-a_{22} a_{33} \sin ^{2} \theta \cos ^{2} \phi-a_{11} a_{33} \sin ^{2} \theta \sin ^{2} \phi \\
& \quad-\left(a_{11} a_{22}-a_{12} a_{21}\right) \cos ^{2} \theta+a_{11} a_{33}+a_{22} a_{33} \\
& \left.\quad+a_{11} a_{22}-a_{12} a_{21}\right\}+\left(a_{11} a_{22}-a_{12} a_{21}\right) a_{33}=0 \tag{5.5}
\end{align*}
$$

where we have defined

$$
\begin{align*}
k_{x} & =k \sin \theta \cos \phi \\
k_{y} & =k \sin \theta \sin \phi  \tag{5.6}\\
k_{z} & =k \cos \theta \\
a_{i j} & =\epsilon_{\mathrm{eff} i j}
\end{align*}
$$

For the case when there is no randomness so that $\Delta X=0$, Eq. (5.5) reduces to the well-known dispersion relation for a magnetoionic medium. The wavenumbers are then given by ${ }^{5}$

$$
\begin{align*}
\left(\frac{k_{I}}{k_{0}}\right)^{2}=1- & \frac{X}{1-Y^{2} \sin ^{2} \theta / 2(1-X)} \\
& +\left[Y^{4} \sin ^{4} \theta / 4(1-X)^{2}+Y^{2} \cos ^{2} \theta\right]^{\frac{1}{2}}
\end{align*},
$$

where $k_{\mathrm{I}}$ and $k_{\mathrm{II}}$ are the propagation constants for ordinary and extraordinary waves, respectively,

For high frequencies, and quasilongitudinal waves (waves propagating outside a small region about
$\theta \approx 90^{\circ}$ ), Eq. (5.7) yields

$$
\begin{align*}
\left(k_{\mathrm{I}} / k_{0}\right)_{0}^{2} & =1-X+X Y \cos \theta  \tag{5.8}\\
\left(k_{\mathrm{II}} / k_{0}\right)_{0}^{2} & =1-X-X Y \cos \theta
\end{align*}
$$

Both modes have electric fields circularly polarized in a plane perpendicular to $\mathbf{k}$. The corrections to $k_{\mathrm{I}}$ and $k_{\text {II }}$, due to the small randomness $\Delta X$, can be obtained by solving Eq. (5.5) using perturbation method. We obtain, to the order of $Y\left\langle(\Delta X)^{2}\right\rangle$,

$$
\begin{align*}
\left(k_{\mathrm{I}} / k_{0}\right)^{2} & =n_{\mathrm{I}}+n_{\mathrm{I}}^{1}  \tag{5.9}\\
\left(k_{\mathrm{II}} / k_{0}\right)^{2} & =n_{\mathrm{II}}+n_{\mathrm{II}}^{1}
\end{align*}
$$

where

$$
\begin{gather*}
n_{\mathrm{I}}=1-X+X Y \cos \theta  \tag{5.10}\\
n_{\mathrm{I}}^{1}=\frac{n_{\mathrm{I}}^{2} \delta_{1}-n_{\mathrm{I}} \cdot \delta_{2}+\delta_{3}}{2(1-X) X Y \cos \theta}  \tag{5.11}\\
n_{\mathrm{II}}=1-X-X Y \cos \theta  \tag{5.12}\\
n_{\mathrm{II}}^{1}=-\frac{n_{\mathrm{II}}^{2} \delta_{1}-n_{\mathrm{II}} \delta_{2}+\delta_{3}}{2(1-X) X Y \cos \theta} \tag{5.13}
\end{gather*}
$$

In the Appendix $\delta_{1}, \delta_{2}, \delta_{3}$ are given; they correspond to the correction terms in the coefficients of Eq. (5.5). They are functions of the magnitude as well as the direction of the vector k. In general, Eq, (5.9) must be solved for $k$ in which these functions are substituted.

For the special case of longitudinal propagation, so that $\theta=0$, the expressions $\delta_{1}, \delta_{2}$, and $\delta_{3}$ reduce to $\delta_{1}=Z_{33}$,
$\delta_{2}=(1-X)\left(Z_{11}+Z_{22}+2 Z_{33}\right)$,
$\delta_{3}=(1-X)^{2}\left(Z_{11}+Z_{22}+Z_{33}\right)$

$$
\begin{equation*}
+i(1-X) X Y\left(Z_{21}-Z_{12}\right) \tag{5.16}
\end{equation*}
$$

where we have written

$$
\begin{equation*}
Z_{i j}=S_{i j}+T_{i j} \tag{5.17}
\end{equation*}
$$

for simplicity. For this case, Eqs. (5.11) and (5.13) become

$$
\begin{align*}
& n_{\mathrm{I}}^{1}=\frac{1}{2}\left[Z_{11}+Z_{22}-i\left(Z_{21}-Z_{12}\right)\right]  \tag{5.18}\\
& n_{\mathrm{II}}^{1}=\frac{1}{2}\left[Z_{11}+Z_{22}+i\left(Z_{21}-Z_{12}\right)\right] \tag{5.19}
\end{align*}
$$

Substituting (5.18) and (5.19) into (5.9), we obtain the equations for the propagation constants for ordinary and extraordinary waves, respectively, up to the order $Y\left\langle(\Delta X)^{2}\right\rangle$ :

$$
\begin{align*}
\left(k_{\mathrm{1}} / k_{0}\right)^{2}= & (1-X)+X Y+\left\langle(\Delta X)^{2}\right\rangle \\
& \times\left[D+i\left(2 i Y D+F-H_{x}-H_{y}\right)\right]  \tag{5.20}\\
\left(k_{\mathrm{II}} / k_{0}\right)^{2}= & (1-X)-X Y+\left\langle(\Delta X)^{2}\right\rangle \\
& \times\left[D-i\left(2 i Y D+F-H_{x}-H_{y}\right)\right] \tag{5.21}
\end{align*}
$$

These two equations reduce to a single one when $Y=0$, corresponding to the equation derived by

Keller and Karal ${ }^{1}$ for the case in which the electric field is perpendicular to the direction of propagation. When $Y \neq 0$, because of the anisotropic property of the background medium, there are two modes of propagation. The propagation constants for each mode is affected by the randomness of the medium in a different way. In general, to the order of $Y\left\langle(\Delta X)^{2}\right\rangle$, the solution of Eq. (5.20) can be obtained simply by substituting $k_{0}\left(n_{\mathrm{I}}\right)^{\frac{1}{2}}$ for $k$ in the evaluation of $D, F$, and $H$ 's on the right-hand side of (5.20). Similarly, the substitution of $k_{0}\left(n_{\mathrm{II}}\right)^{\frac{1}{2}}$ for $k$ on the right-hand side of Eq. (5.21) gives the solution for $k_{\text {II }}$ to this order.

The attenuation constants for these two modes can then be written as

$$
\begin{align*}
\alpha_{\mathrm{I}}=I_{m}\left(k_{\mathrm{I}}\right) & =\frac{k_{0}\left((\Delta X)^{2}\right\rangle}{2(1-X)^{\frac{1}{2}}} I_{m} D \\
& +R_{e}\left[2 i Y D+\left(F-H_{x}-H_{y}\right)\right],  \tag{5.22}\\
\alpha_{\mathrm{II}}=I_{m}\left(k_{\mathrm{II}}\right) & =\frac{k_{0}\left((\Delta X)^{2}\right\rangle}{2(1-X)^{\frac{1}{2}}} I_{m} D \\
& -R_{e}\left[2 i Y D+\left(F-H_{x}-H_{y}\right)\right], \tag{5.23}
\end{align*}
$$

both to the order of $Y\left\langle(\Delta X)^{2}\right\rangle$.
As an example, let us consider the special autocorrelation function given by

$$
\begin{equation*}
\rho(r)=\exp \left(-a^{-1} r\right) \tag{5.24}
\end{equation*}
$$

Substituting (5.24) into (4.8)-(4.11), we obtain

$$
\begin{array}{r}
D=\frac{k_{0}^{2}}{2 k_{1}^{2}}\left[\frac{1+i k_{1} a}{k^{2} a^{2}}+\frac{2\left(k_{1} a\right)^{2}}{(k a)^{2}+\left(1-i k_{1} a\right)^{2}}\right. \\
\left.-\frac{1}{k a}\left(1+\frac{1+k_{1}^{2} a^{2}}{k^{2} a^{2}}\right) \cot ^{-1}\left(\frac{1-i k_{1} a}{k a}\right)\right], \\
F=\frac{-i X Y k_{0}^{4} a^{2}}{k_{1}^{2}} \frac{a^{2}\left(k^{2}-2 k_{1}^{2}\right)-3 i a k_{1}}{\left[a^{2}\left(k_{1}^{2}-k^{2}\right)+2 i a k\right]^{2}}, \\
H_{x}+H_{y}=-\frac{i X Y k_{0}^{4}}{k_{1}^{2} k^{2}} \\
\quad \times\left[1-\frac{1-i a k_{1}}{a k} \cot ^{-1}\left(\frac{1-i k_{1} a}{k a}\right)\right] . \tag{5.27}
\end{array}
$$

By setting $k=k_{0}\left(n_{\mathrm{I}}\right)^{\frac{1}{2}}$ and $k=k_{0}\left(n_{\mathrm{II}}\right)^{\frac{1}{2}}$ in Eqs. (5.25)-(5.27) and substituting them into (5.22) and (5.23), respectively, we obtain the attenuation constants $\alpha_{\mathrm{I}}$ and $\alpha_{\mathrm{II}}$. For $\left\langle(\Delta X)^{2}\right\rangle\left\langle k_{1} a\right\rangle \ll 1$, Eqs. (5.25), (5.26), and (5.27) can be simplified, and Eqs. (5.20) and (5.21) yield

$$
\begin{align*}
k_{\mathrm{I}}= & k_{0}(1-X)^{\frac{1}{2}}\left[1+\frac{X Y}{2(1-X)}+i \frac{\left\langle(\Delta X)^{2}\right\rangle}{4(1-X)^{2}}\right. \\
& \left.\times\left(\frac{1-2 Y}{k_{1} a}+\frac{3}{2} \frac{X Y a k_{1}}{1-X}\right)\right]+0\left(Y^{2}(\Delta X)^{3}\right), \tag{5.28}
\end{align*}
$$

$$
\begin{align*}
k_{\mathrm{II}}= & k_{0}(1-X)^{\frac{1}{2}}\left[1-\frac{X Y}{2(1-X)}+i \frac{\left\langle(\Delta X)^{2}\right\rangle}{4(1-X)^{2}}\right. \\
& \left.\times\left(\frac{1+2 Y}{k_{1} a}-\frac{3}{2} \frac{X Y a k_{1}}{1-X}\right)\right]+0\left(Y^{2}(\Delta X)^{3}\right) \tag{5.29}
\end{align*}
$$

We see that for cases where the correlation length of the medium is small $k_{1} a \ll 1$, the propagation constants to the order of $Y\left\langle(\Delta X)^{2}\right\rangle$ are the same as those for a nonrandom medium. The attenuation constants are of the order $\left\langle(\Delta X)^{2}\right\rangle$ and are different for ordinary and for extraordinary waves. For cases such that $k_{1} a \gg 1$, we can no longer substitute $k_{0}\left(n_{1}\right)^{\frac{1}{2}}$ or $k_{0}\left(n_{\text {II }}\right)^{\frac{1}{2}}$ in Eqs. (5.25)-(5.27) because some of the terms become very large. Therefore, Eqs. (5.20) and (5.21) must be solved more accurately. In principle, a perturbation method can be used in which the solution given by Keller and Karal ${ }^{1}$ will be taken as the zeroth-order solution for $Y=0$. Higher-order terms can be obtained for $Y \ll 1$. The result will not be discussed in this paper.

For waves propagating in other directions, similar treatment can be followed to obtain the propagation constants.

## 6. CONCLUSIONS

The effective dielectric tensor and propagation constant for a plane wave in a random medium with anisotropic background are discussed in this paper. Approximate expressions are derived for a turbulent plasma in a static magnetic field. The elements of the effective dielectric tensor are found to depend on the magnitude as well as the direction of the wave vector $\mathbf{k}$. There is a non-Hermitian part in this tensor, corresponding to the attenuation to the average fields in this medium due to random scattering of waves. The tensor reduces to the ordinary formula for magnetoionic medium when $\Delta X=0$. The contributions to the propagation constants for ordinary and extraordinary modes are found to the order of $\left\langle(\Delta X)^{2}\right\rangle Y$. The new propagation constants depend on both the polar angle as well as the azimuth angle of the wave vector $\mathbf{k}$. For the case of longitudinal propagation, the attenuation constants for the two modes are derived. They differ by terms of the order of $\left\langle(\Delta X)^{2}\right\rangle Y$. For a specific medium, for which the correlation function is assumed to be given, calculations are made for the propagation and attenuation constants. The results reduce to those of the special case treated by Keller and Karal ${ }^{1}$ when $Y=0$.

The present discussion is still limited to a weak random medium. For media with strong irregularities, extensions must be made in the formulation.
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## APPENDIX A

In the following, inverse Fourier transforms used in Sec. 3 to derive the Green's function are given. The mean value theorems have been found useful in integrating over the surface of a $p$ sphere:

$$
\begin{align*}
\frac{1}{(2 \pi)^{3}} \int & d \mathbf{p} \frac{p_{i} p_{j}}{\left(p^{2}-k_{1}^{2}\right)^{2}} e^{i \mathbf{p} \cdot \mathbf{r}} \\
= & \frac{1}{(2 \pi)^{3}} \int_{0}^{\infty} \frac{p^{2} d p}{\left(p^{2}-k_{1}^{2}\right)^{2}} \iint \frac{p_{i} p_{j}}{p^{2}} e^{i \mathbf{p} \cdot \mathbf{r}} d s_{p} \\
= & \frac{r_{i} r_{j}}{2 \pi^{2} r^{2}} \int_{0}^{\infty} \frac{d p}{\left(p^{2}-k_{1}^{2}\right)^{2}} \\
& \times\left[\frac{p^{3} \sin p r}{r}+\frac{3 p^{2} \cos p r}{r^{2}}-\frac{3 p \sin p r}{r^{3}}\right] \\
& -\frac{\delta_{i j}}{2 \pi^{2} r} \int_{0}^{\infty} \frac{d p}{\left(p^{2}-k_{1}^{2}\right)^{2}}\left[\frac{p^{2} \cos p r}{r}-\frac{p \sin p r}{r^{2}}\right] \\
= & \frac{r_{i} r_{j}}{8 \pi r^{2}}\left(i k_{1}-\frac{1}{r}\right) e^{i k_{1} r}+\frac{\delta_{i j}}{8 \pi r} e^{i k_{1} r}, \tag{A1}
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{(2 \pi)^{3}} \int d \mathbf{p} \frac{e^{i \mathbf{p} \cdot \mathbf{r}}}{\left(p^{2}-k_{1}^{2}\right)^{2}}=\frac{i}{8 \pi k_{1}} e^{i k_{1} r} \tag{A2}
\end{equation*}
$$

## APPENDIX B

The tensor relation $C_{i n m j} R_{n m}=B_{i j}$ used in Sec. 4 for any tensor $R_{n m}$ is obtained by using Eqs. (2.1)
and (4.3). They are given in the following:
$B_{11}=C_{1 n m 1} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{11}-i Y R_{12}+i Y R_{21}\right)$,
$B_{12}=C_{1 n m 2} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{12}+i Y R_{11}+i Y R_{22}\right)$,
$B_{13}=C_{1 n m 3} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{13}+i Y R_{23}\right)$,
$B_{21}=C_{2 n m 1} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{21}-i Y R_{11}-i Y R_{22}\right)$,
$B_{22}=C_{2 n m 2} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{22}-i Y R_{12}+i Y R_{21}\right)$,
$B_{23}=C_{2 n m 3} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{23}-i Y R_{13}\right)$,
$B_{31}=C_{3 n m 1} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{31}-i Y R_{32}\right)$,
$B_{32}=C_{3 n m 2} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle\left(R_{32}+i Y R_{31}\right)$,
$B_{33}=C_{3 n m 3} R_{n m}=\left\langle(\Delta X)^{2}\right\rangle R_{33}$.

## APPENDIX C

The first-order contributions to the propagation constants are given by (5.11) and (5.13) in terms of the following functions:

$$
\begin{align*}
\delta_{1}= & Z_{11} \sin ^{2} \theta \cos ^{2} \phi+Z_{22} \sin ^{2} \theta \sin ^{2} \phi+Z_{33} \cos ^{2} \theta \\
& +\left(Z_{13}+Z_{31}\right) \sin \theta \cos \phi \cos \theta+\left(Z_{23}+Z_{32}\right) \\
& \times \sin \theta \sin \phi \cos \theta+\left(Z_{21}+Z_{12}\right) \\
& \times \sin ^{2} \theta \cos \phi \sin \phi ;  \tag{C1}\\
\delta_{2}= & {\left[(1-X)\left(Z_{13}+Z_{31}\right)+i X Y\left(Z_{23}-Z_{32}\right)\right] } \\
& \times \sin \theta \cos \phi \cos \theta+\left[(1-X)\left(Z_{23}+Z_{32}\right)\right. \\
& \left.+i X Y\left(Z_{31}-Z_{13}\right)\right] \sin \theta \sin \phi \cos \theta \\
& +(1-X)\left(Z_{12}+Z_{21}\right) \sin ^{2} \theta \cos \phi \sin \phi \\
& -(1-X)\left(Z_{22}+Z_{33}\right) \sin ^{2} \theta \cos ^{2} \phi \\
& -(1-X)\left(Z_{11}+Z_{33}\right) \sin ^{2} \theta \cos ^{2} \phi \\
& -\left[(1-X)\left(Z_{11}+Z_{22}\right)+i X Y\left(Z_{21}-Z_{12}\right)\right] \\
& \times \cos ^{2} \theta+2(1-X)\left(Z_{11}+Z_{33}+Z_{22}\right) \\
& +i X Y\left(Z_{21}-Z_{12}\right) \tag{C2}
\end{align*}
$$

$\delta_{3}=(1-X)^{2}\left(Z_{11}+Z_{22}+Z_{33}\right)$

$$
\begin{equation*}
+i(1-X) X Y\left(Z_{21}-Z_{12}\right) \tag{C3}
\end{equation*}
$$
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#### Abstract

Properties of the solutions of the Schrödinger equation with a velocity-dependent potential are studied. Particular attention is given to the examination of the singularities of the differential equation. In the particular cases of one dimension and of the $l=0$ partial wave of a spherically symmetric problem, a simple correspondence is found between the velocity-dependent problem and a static one.


## 1. INTRODUCTION

VELOCITY-DEPENDENT potentials have been introduced and often used in the study of the interaction between nucleons. ${ }^{1,2}$ The reason for this was that it was found that strong repulsion at short distances is a typical feature of the two-nucleon system. If experimental results on the nucleonnucleon scattering experiments were to be explained by a potential model using static (i.e., velocity nondependent) terms only, a hard core had necessarily to be included among these terms. Such a highly singular potential, infinite inside a sphere of given radius, becomes cumbersome in calculations, especially if more complicated systems, such as a many-body system of nucleons, are to be treated. It was then shown that velocity-dependent potentials and static potentials with hard core can be equally good in describing the interaction of two nucleons. ${ }^{3}$ A static hard core can thus be simulated by a term in the Schrödinger equation which depends on the momentum operator. This relation between velocity-dependent and hard-core potentials has deserved the attention of several authors. ${ }^{4,5}$ The appropriate velocity-dependent potential may be such that it only introduces a wellbehaved term in the Schrödinger differential equation, thus avoiding the high singularity that a hard-core potential would necessarily introduce. Thus, as far as

[^83]the mathematical handling of the problem is concerned, a velocity-dependent potential may present advantages as compared with equivalent static potentials.

The description of the interaction of elementary particles by means of a Schrödinger equation with a potential is just an approximate, essentially nonrelativistic, idealization of a more fundamental and consistent description, which perhaps should be made in the framework of the theory of interacting quantized fields. This idealization by means of a potential model is suggested by electrodynamics and by gravitational theories, but the importance of any model is based primarily on its ability to agree with the facts of nature. Thus velocity-dependent potentials in the Schrödinger equation may provide models as good as the static ones for treating the interactions among particles in the nonrelativistic limit. The study of the properties of the Schrödinger equation modified by the presence of velocity-dependent terms thus seems to us to be of importance.

The presence of new terms with momentum operators acting on the wavefunction changes the form of the wave equation (by introducing terms with first-order derivatives of the wavefunction, for example). Thus, an examination of the properties of the new differential equation may be required, and this paper is devoted to this task. Since it seems that we are lacking a good understanding of the effect of velocity-dependent potentials in terms of the usual concepts of forces or, equivalently, of static potentials, an effort is also made in this direction.

## 2. THE WAVE EQUATION

Following Razavy, Field, and Levinger (Ref. 1), we introduce in the one-particle Schrödinger equation a "potential" of the form

$$
\begin{equation*}
V(\mathbf{r}, \mathbf{p})=V_{\mathbf{1}}(\mathbf{r})-(\lambda / 2 m) \mathbf{p} \cdot J(\mathbf{r}) \mathbf{p} \tag{2.1}
\end{equation*}
$$

consisting of a static term and a strongly velocitydependent part. $p$ is the momentum operator $-i \hbar \nabla$, and in the above expression a scalar product is formed with its components. $\lambda$ is a dimensionless quantity, and $m$ is the mass of the particle. $V_{1}(\mathbf{r})$ and $J(\mathbf{r})$ are real functions of the position vector $\mathbf{r}$. The potential $V(\mathbf{r}, \mathbf{p})$ is Hermitian, parity conserving, and invariant under time reversal. ${ }^{6}$

Another form of velocity-dependent potential which has often been used is

$$
U(\mathbf{r}, \mathbf{p})=U_{1}(\mathbf{r})-(\lambda / m)\left(p^{2} \omega(\mathbf{r})+\omega(\mathbf{r}) p^{2}\right) .
$$

This form is equivalent to Eq. (2.1) if the relations

$$
\begin{gathered}
J(\mathbf{r}) \equiv 4 \omega(\mathbf{r}), \\
V_{1}(\mathbf{r})-\left(\lambda \hbar^{2} / 4 m\right) \nabla^{2} J(\mathbf{r}) \equiv U_{1}(\mathbf{r})
\end{gathered}
$$

are satisfied. Then we have to discuss only one of these two forms, and we choose Eq. (2.1).

Since

$$
\begin{align*}
V \psi & =V_{\mathbf{1}}(\mathbf{r}) \psi-(\lambda / 2 m)(-i \hbar \nabla) \cdot[J(\mathbf{r})(-i \hbar \nabla) \psi] \\
& =V_{\mathbf{1}}(\mathbf{r}) \psi+\left(\lambda \hbar^{2} / 2 m\right)\left[J(\mathbf{r}) \nabla^{2} \psi+\nabla J(\mathbf{r}) \cdot \nabla \psi\right], \tag{2.2}
\end{align*}
$$

we obtain a "modified" Schrödinger equation where first-order derivatives of the wavefunction appear, namely

$$
\begin{array}{r}
\left(-\hbar^{2} / 2 m\right)(1-\lambda J) \nabla^{2} \psi+\left(\lambda \hbar^{2} / 2 m\right) \nabla J \cdot \nabla \psi+V_{1} \psi \\
=i \hbar \partial \psi / \partial t \tag{2.3}
\end{array}
$$

or

$$
\begin{equation*}
\left(-\hbar^{2} / 2 m\right) \nabla \cdot[(1-\lambda I) \nabla \psi]+V_{1} \psi=i \hbar \partial \psi / \partial t \tag{2.4}
\end{equation*}
$$

Stationary-state wavefunctions of the form $\psi=$ $\phi(\mathbf{r}) e^{-i E t / \hbar}$ exist, with $\phi$ satisfying

$$
\begin{equation*}
\left(-\hbar^{2} / 2 m\right) \nabla \cdot[(1-\lambda J) \nabla \phi]+V_{1} \phi=E \phi . \tag{2.5}
\end{equation*}
$$

"Plane-wave" solutions of the form $\phi=A e^{i k \cdot r}$ exist in regions where $V_{1}(\mathbf{r})=V_{1}=$ const, and $\nabla J=0$, that is, where $J(\mathbf{r})$ is constant, the modulus of $\mathbf{k}$ being then given by

$$
\begin{equation*}
\left(\hbar^{2} / 2 m\right)(1-\lambda J) k^{2}=E-V_{1} . \tag{2.6}
\end{equation*}
$$

Let us now examine the properties of continuity of the derivatives of $\phi$. Consider a volume element $d v$ limited by $x_{1}=x, x_{2}=x+d x ; y_{1}=y, y_{2}=y+d y$; $z_{1}=z, z_{2}=z+d z$. By multiplying Eq. (2.5) by $d v$, integrating over this element and using the divergence

[^84]theorem, we get, if $V_{1}$ is continuous in this region,
\[

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 m}\left\{\left(\left[(1-\lambda J) \frac{\partial \phi}{\partial x}\right]_{x_{2}}-\left[(1-\lambda J) \frac{\partial \phi}{\partial x}\right]_{x_{1}}\right) d y d z\right. \\
& \quad+\left(\left[(1-\lambda J) \frac{\partial \phi}{\partial y}\right]_{y_{2}}-\left[(1-\lambda J) \frac{\partial \phi}{\partial y}\right]_{y_{1}}\right) d x d z \\
& \left.\quad+\left(\left[(1-\lambda J) \frac{\partial \phi}{\partial z}\right]_{z_{2}}-\left[(1-\lambda J) \frac{\partial \phi}{\partial z}\right]_{z_{1}}\right) d x d y\right\} \\
& =\left(E-V_{1}\right) \phi d x d y d z . \tag{2.7}
\end{align*}
$$
\]

Since $d x, d y, d z$ are independent infinitesimals, we then get, when $x_{1} \rightarrow x_{2}$,

$$
\begin{equation*}
\left[(1-\lambda J) \frac{\partial \phi}{\partial x}\right]_{x_{1}}=\left[(1-\lambda J) \frac{\partial \phi}{\partial x}\right]_{x_{2}}, \tag{2.8}
\end{equation*}
$$

and the same for the other coordinates. Thus, $(1-\lambda J) \partial \phi / \partial n$ is continuous when we cross a surface orthogonal to an arbitrary vector $\mathbf{n}$, and consequently $(1-\lambda J) \nabla \phi$ is continuous, the same being true of $(1-\lambda J) \nabla \psi$.

Multiplying Eq. (2.4) from the left by $\psi^{*}$, and the corresponding complex-conjugate equation from the right by $\psi$, and subtracting the two expressions, we obtain

$$
\begin{align*}
&\left(-\hbar^{2} / 2 m\right) \nabla \cdot\left\{(1-\lambda J)\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)\right\} \\
&=i \hbar \partial\left(\psi^{*} \psi\right) / \partial t, \tag{2.9}
\end{align*}
$$

which has the form of a continuity equation

$$
\nabla \cdot \mathbf{S}=-\partial P / \partial t
$$

with the usual expression $P=\psi^{*} \psi$ for the density of probability, and a density of current

$$
\begin{equation*}
\mathbf{S}=(\hbar / 2 m i)(1-\lambda J)\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right) \tag{2.10}
\end{equation*}
$$

which differs from the usual expression by the factor ( $1-\lambda J$ ).

We have shown that the product $(1-\lambda J) \nabla \psi$ is continuous everywhere. $P$ and $\mathbf{S}$ will then be continuous if $\psi$ itself is continuous. The continuity of $\psi$ is studied in the next section.

The Lagrangian function which, by a variational principle, leads to Eq. (2.4) is

$$
\begin{equation*}
\mathfrak{L}=(1-\lambda J(\mathbf{r})) \nabla \psi^{*} \cdot \nabla \psi-\left(E-V_{1}\right) \psi^{*} \psi \tag{2.11}
\end{equation*}
$$

The commutator between $V(\mathbf{r}, \mathbf{p})$ and the angularmomentum operator is

$$
\begin{align*}
{[\mathbf{L}, V(\mathbf{r}, \mathbf{p})]=} & i \hbar \operatorname{rot}\left(\mathbf{r} V_{\mathbf{1}}(\mathbf{r})\right) \\
& +i \hbar(-\lambda / 2 m) \mathbf{p} \cdot\{\operatorname{rot}(\mathbf{r} J(\mathbf{r}))\} \mathbf{p} \tag{2.12}
\end{align*}
$$

where in the last term the scalar product is between the two operators $\mathbf{p}$. If $V_{1}(\mathbf{r})$ and $J(\mathbf{r})$ are spherically
symmetric, $V(r, p)$ will commute with all components of $\mathbf{L}$ and with $L^{2}$, and the wave equation will be separable in spherical coordinates.

## 3. CONTINUITY OF THE WAVEFUNCTION

Let us drop for a while the static potential $V_{1}(\mathbf{r})$ from our equation. From Eq. (2.3) we see that if $J(\mathbf{r})$ is continuous in a point, $\psi$ and all its first and second derivatives will also be continuous there. We want to obtain information on what happens in a point where $J$ may have a finite discontinuity. Let us consider that, in the neighborhood of a certain point, $J$ depends on a single Cartesian coordinate $x$, and may be discontinuous on this variable. In other words, locally we have a one-dimensional wave equation

$$
\begin{equation*}
\frac{\partial\{[1-\lambda J(x)] \partial \phi / \partial x\}}{\partial x}=-\frac{2 m}{\hbar^{2}} E \phi . \tag{3.1}
\end{equation*}
$$

Let us call

$$
\begin{equation*}
\chi(x)=[1-\lambda J(x)] \partial \phi / \partial x . \tag{3.2}
\end{equation*}
$$

We have already shown in Eq. (2.8) that $\chi(x)$ is continuous. The wave equation, Eq. (2.5), can be written

$$
\begin{equation*}
\partial \chi / \partial x=-\left(2 m E / \hbar^{2}\right) \phi . \tag{3.3}
\end{equation*}
$$

By derivation of Eq. (3.3), we obtain, making use of Eq. (3.2),

$$
\begin{equation*}
[1-\lambda J(x)] d^{2} \chi / d x^{2}=-\left(2 m E / \hbar^{2}\right) \chi \tag{3.4}
\end{equation*}
$$

This can be written in the form of a usual Schrödinger equation for energy $E$

$$
\begin{equation*}
d^{2} \chi / d x^{2}=\left(2 m / \hbar^{2}\right)[U(x)-E] \chi \tag{3.5}
\end{equation*}
$$

with a potential

$$
\begin{equation*}
U(x)=-E \lambda J(x) /[1-\lambda J(x)] \tag{3.6}
\end{equation*}
$$

which depends on the parameter $E$. Since in Eq. (3.5) no first derivatives occur, we have that, even if $\lambda J$ suffers finite jumps, $\chi$ and $d \chi / d x$ are continuous (as in the usual Schrödinger equation). From Eq. (3.3), we then obtain that $\psi$ is continuous through a finite discontinuity in $\lambda J$.

## 4. SINGULARITIES OF THE WAVE EQUATION

The "potential" $U(x)$ is singular wherever $\lambda J=1$. Let us take Eq. (3.1) and investigate what happens with the wavefunction $\phi$ in such singular points. Let us suppose that $1-\lambda J(x)$ passes through zero in a certain point $x_{0}$. If the first derivative of $1-\lambda J$ in this point, $f^{\prime}\left(x_{0}\right)$, is not zero, we have in the neighborhood of $x_{0}$,

$$
1-\lambda J(x) \approx\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right)+O\left(\left(x-x_{0}\right)^{2}\right)
$$

and Eq. (3.1) becomes, in this neighborhood, of the form

$$
\begin{equation*}
\left(x-x_{0}\right) d^{2} \phi / d x^{2}+d \phi / d x=A \phi \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A=2 m E / \hbar^{2} f^{\prime}\left(x_{0}\right) \tag{4.2}
\end{equation*}
$$

The general solution of this equation is a linear combination of a regular solution

$$
\begin{equation*}
\phi_{1}=\sum_{n=0}^{\infty} a_{n} A^{n}\left(x-x_{0}\right)^{n}, \tag{4.3}
\end{equation*}
$$

and an irregular one, which is of the form

$$
\begin{equation*}
\phi_{2}=\phi_{1}(x) \ln \left|A\left(x-x_{0}\right)\right|+\sum_{n=1}^{\infty} b_{n} A^{n}\left(x-x_{0}\right)^{n} \tag{4.4}
\end{equation*}
$$

Thus, the general solution

$$
\begin{equation*}
\phi(x)=C_{1} \phi_{1}(x)+C_{2} \phi_{2}(x) \tag{4.5}
\end{equation*}
$$

behaves like $\ln \left|A\left(x-x_{0}\right)\right|$ when $x \rightarrow x_{0}$. This solution is acceptable since, in spite of increasing without limits as $x$ approaches $x_{0}$, it is square integrable in this region (in fact, it is integrable even when raised to any finite power).

Thus, if $\lambda J(x)$ has a nonzero derivative when passing through the value 1 , the wavefunction is defined by Eq. (4.5) in this region. For $x \approx x_{0}$, $\phi(x)$ in Eq. (4.5) is an even function of $\left(x-x_{0}\right)$, since the dominant terms give

$$
\begin{equation*}
\phi(x) \approx C_{1} a_{0}+C_{2} a_{0} \ln \left|A\left(x-x_{0}\right)\right| \tag{4.6}
\end{equation*}
$$

Then, we can say that $\phi(x)$ is "continuous" when we cross $x_{0}$; that is, it assumes the same values when $x$ tends to $x_{0}$ from either side.

If $\lambda J$ jumps through the value 1 , that is, if $\lambda J$ is of the form of a step from a value lower than 1 to another one higher than 1 , we can think of it as the limit of a linear increase, whose slope tends to infinity. Then, $A \rightarrow 0$, and in the interval (from $x_{1}$ to $x_{2}$, as shown in Fig. 1) in which the "jump" takes place, the wavefunction is well represented by Eq. (4.6). Since $\phi(x)$ in Eq. (4.6) is even and the solution must be continuous whenever $\lambda J \neq 1$, we have that its values at the right and left of the jump tend to be the same. We then conclude that the wavefunction is continuous through a finite jump of $\lambda J(x)$, even if this jump includes the singular value $\lambda J=1$.

Let us suppose now that in the Taylor development of $1-\lambda J(x)$ about its root $x_{0}$, the first derivative is also zero, that is,

$$
\begin{equation*}
1-\lambda J(x) \approx\left(x-x_{0}\right)^{2} f^{\prime \prime}\left(x_{0}\right) / 2!+O\left(\left(x-x_{0}\right)^{3}\right) \tag{4.7}
\end{equation*}
$$



Fig. 1. A finite "jump" of the functions $\lambda J(x)$ may be considered as the limit of a linear increase, whose slope tends to infinity.
where $f^{\prime \prime}\left(x_{0}\right)$ is the second derivative of $1-\lambda J(x)$ at the point $x_{0}$. The wave equation in the neighborhood of $x_{0}$ then becomes

$$
\begin{equation*}
\left(x-x_{0}\right)^{2} d^{2} \phi / d x^{2}+2\left(x-x_{0}\right) d \phi / d x=B \phi \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
B=-\left(2 m E / \hbar^{2}\right)\left(2!/ f^{\prime \prime}\left(x_{0}\right)\right), \tag{4.9}
\end{equation*}
$$

and again $x_{0}$ is a regular singular point. The general solution of Eq. (4.8) is of the form

$$
\begin{equation*}
\phi=C_{1}\left(x-x_{0}\right)^{q_{1}}+C_{2}\left(x-x_{0}\right)^{q_{2}} \tag{4.10}
\end{equation*}
$$

with

$$
q_{1}=\frac{1}{2}\left(-1+[1+4 B]^{\frac{1}{2}}\right)
$$

and

$$
q_{2}=\frac{1}{2}\left(-1-[1+4 B]^{\frac{1}{2}}\right),
$$

where by $[1+4 B]^{\frac{1}{2}}$ we mean the square root of $1+4 B$ whose real part is positive. Let us discuss the behavior of this solution in the several possible cases.

1. $B \geq 0$. Then, $q_{2}<-1$ and to obtain a finite solution we must put $C_{2}=0$. Since $q_{1}>0$, we have $\phi(x) \rightarrow 0$ as $x$ approaches $x_{0}$ from either side. Thus, $\phi$ is continuous in $x_{0}$, but the limit of the quotient of the


Fig. 2. The "static" potential $U(x)$, "equivalent" to a velocitydependent one, presents two second-order singularities. We call it "static" because there are not in $U(x)$, defined by Eq. (3.6), terms depending on the linear momentum operator, although the energy $E$ of the particle under consideration enters in the expression of $U(x)$ as a parameter.
values of $\phi$ in the two sides is not unity, since

$$
\begin{equation*}
\phi_{R} / \phi_{L} \xrightarrow[x \rightarrow x_{0}]{ }(-1)^{q_{1}}, \tag{4.11}
\end{equation*}
$$

where

$$
\phi_{R}=\lim _{x \rightarrow x_{0}+0} \phi(x) \text { and } \phi_{L}=\lim _{x \rightarrow x_{0}-0} \phi(x) .
$$

Since in general $q_{1}$ is a nonintegral, there is a difference of phase between the values of the wavefunction in the two sides of $x_{0}$, and this difference of phase does not approach zero. On the other hand,

$$
\begin{equation*}
\phi^{\prime}=C_{1}^{\prime} q_{1}\left(x-x_{0}\right)^{q_{1}-1} \tag{4.12}
\end{equation*}
$$

and we have that

$$
\begin{array}{cl}
\phi^{\prime} \xrightarrow[x \rightarrow x_{0}]{\longrightarrow} & \text { if } \quad q_{1}-1>0 \\
\left|\phi^{\prime}\right| \xrightarrow[x \rightarrow x_{0}]{ } \infty & \text { if } \quad q_{1}-1<0
\end{array}
$$

Since we have $\phi^{\prime} \mid \phi \rightarrow q_{1}\left(x-x_{0}\right)^{-1}$, there comes

$$
\begin{equation*}
\frac{\phi_{R}^{\prime}}{\phi_{L}^{\prime}} / \frac{\phi_{R}}{\phi_{L}}=-1 . \tag{4.13}
\end{equation*}
$$

Thus, if the quotient of the values of the wavefunction on the two sides of $x_{0}$ tends to $\exp (i \delta)$, the quotient of its first derivatives tend to $\exp \{i(\delta+\pi)\}$.

On the other hand,
$\chi \equiv(1-\lambda J) \phi^{\prime} \approx\left[f^{\prime \prime}\left(x_{0}\right) / 2!\right] C_{1} q_{1}\left(x-x_{0}\right)^{a_{1}+1}$
goes to zero on both sides of $x_{0}$, and is continuous [as we have seen in Eq. (2.8)]. The potential which appears in Eq. (3.5) is, in the neighborhood of $x_{0}$, given by

$$
\begin{equation*}
U(x)=-2!E /\left(x-x_{0}\right)^{2} f^{\prime \prime}\left(x_{0}\right)=\hbar^{2} B / 2 m\left(x-x_{0}\right)^{2}, \tag{4.15}
\end{equation*}
$$

and will be repulsive in this case of $B>0$. It corresponds to a function $\lambda J(x)$ which touches the line $\lambda J=1$ in the point $x_{0}$; the curve of $\lambda J(x)$ has a minimum at this point in the case $E>0$ and a maximum if $E<0$.

For a given energy $E$, the larger the curvature radius of $1-\lambda J$ at $x_{0}$ (that is, the smaller $f^{\prime \prime}$ ), the larger is the value of $B$. As $B$ increases, the exponent $q_{1}$ becomes a larger positive number, and the wavefunction will tend to zero more rapidly (correspondingly, the ill-behaved part with exponent $q_{2}$ will become more divergent, since $q_{2}$ becomes more and more negative). Thus, for a flatter curve, the wavefunction tends to zero more rapidly. The potential in Eq. (3.6) then becomes more and more strongly repulsive.

As $f^{\prime \prime}$ reaches the value zero, the curve for $1-\lambda J$ will present an inflection at $x_{0}$ if $f^{\prime \prime \prime} \neq 0$, and a
maximum or minimum if $f^{\prime \prime \prime}=0$ and $f^{\text {iv }} \neq 0$. The potential will be singular with a higher power of $x-x_{0}$; if this power is even, the potential is strongly repulsive or strongly attractive in the neighborhood of $x_{0}$; if the power is odd, it is repulsive in one side of $x_{0}$ and attractive in the other.

The fact that we have to put $C_{2}=0$ to obtain an acceptable physical wavefunction, implies that the existence of the second-order singularity at $x_{0}$ determines the wavefunction uniquely (up to a constant $C_{1}$ ). If there are two singular points of this kind, only for certain values of the energy $E$ there would be a continuous physical solution for the differential equation extended over the region between the two points. This would determine eigenvalues for the problem. For $E>0$, this case will happen when we have two successive contacts of $1-\lambda J(x)$ with the value zero such that $f^{\prime \prime}<0$ (that is, $1-\lambda J$ touches zero from below). For $E<0$ we must have two contacts with zero from above. Both cases correspond to $U(x)$ being a singular repulsive potential at two different points (Fig. 2). Let us think in terms of this "equivalent" potential. According to Eq. (4.14), $\chi$ goes to zero in a singularity of the type given in Eq. (4.7). Then, as we know from the properties of the Schrödinger equation, a solution $\chi$ exists between two such points of second-order singularity if $U(x)<E$ somewhere between these two points. But in a situation such as that of Fig. 3, corresponding to $E<0$, we have that between $x_{1}$ and $x_{2}, U(x)$ as given by Eq. (3.6) is always larger than $E$. Thus, there is no solution of negative energy for such a problem. In the case of $E>0$, we have a situation as that of Fig. 4. As can be seen from Eq. (3.6) $U(x)$ is again larger than $E$ everywhere between $x_{1}$ and $x_{2}$. Since solutions can exist at the right of $x_{2}$ and at the left of $x_{1}$, the region between these two points acts as a kind of hard-core potential.

2 . $-\frac{1}{4}<B \leq 0$. The general solution of the differential equation is again of the form given in Eq. (4.10), with $q_{1}$ and $q_{2}$ having values in the intervals $-\frac{1}{2}<q_{1} \leq 0$ and $-1 \leq q_{2}<-\frac{1}{2}$. Since solutions behaving worse than $\left(x-x_{0}\right)^{-\frac{1}{2}}$ must be eliminated (because they are not square integrable), we must again put $C_{2}=0$. The accepted solution

$$
\phi=C_{1}\left(x-x_{0}\right)^{a_{1}}
$$

diverges as $x \rightarrow x_{0}$, but $\int|\phi|^{2} d x$ can be defined in any interval. We again have here that $\phi$ suffers a change of phase as we cross the singularity [it is multiplied by $(-1)^{a_{1}}$ as we pass from $x_{0}-0$ to $\left.x_{0}+0\right]$. The modulus of the derivative $\left|\phi^{\prime}\right|$ increases infinitely as we approach $x_{0}$, and Eq. (4.13) is still valid. Again


Fig. 3. The function $1-\lambda J(x)$ touches, from above, the value zero in two different points. A particle, with mass $m$ and energy $E<$ 0 , which suffers the velocity-dependent potential $(-\lambda / 2 m) p_{x} J(x) p_{x}$, "encounters" the "equivalent static" potential $U(x)$, given by Eq. (3.6) and shown in Fig. 2.
$\chi=(1-\lambda J) \phi^{\prime}$ is continuous as $1-\lambda J$ passes through zero at the singularity.

The "equivalent" potential $U(x)$ is now attractive, since $B$ is negative. But the wavefunction is not an oscillating function inside this infinitely deep potential well. This can be understood by remarking that the intensity $B$ of the potential is determined by the value of the energy. With $B>-0.25$, for any given value of the energy, the range and depth of the potential will not be sufficient for the wavefunction to be able to oscillate. If we increase the value of the energy so as to tend to have a smaller wavelength and at the same time a broader region for the wavefunction to oscillate, the potential well becomes at the same time narrower and less deep.
3. $B<-\frac{1}{4}$. The general solution of Eq. (4.8) in the neighborhood of $x_{0}$ is of the form

$$
\begin{equation*}
\phi=D_{1}\left(x-x_{0}\right)^{-\frac{1}{2}+i \epsilon}+D_{2}\left(x-x_{0}\right)^{-\frac{1}{2}-i z} \tag{4.16}
\end{equation*}
$$

where $\epsilon=\frac{1}{2}\left|[1+4 B]^{\frac{1}{2}}\right|$ assumes values ranging from zero to infinity. The wavefunction oscillates infinitely


Fig. 4. The function $1-\lambda J(x)$ touches, from below, the value zero in two different points. A particle, with mass $m$ and energy $E>$ 0 , which suffers the velocity-dependent potential $(-\lambda / 2 m) p_{x} J(x) p_{x}$, "encounters" the "equivalent static" potential $U(x)$, given by Eq. (3.6) and shown in Fig. 2.
many times near $x_{0}$, and is not square integrable in this neighborhood. The expression

$$
\begin{align*}
& \chi=(1-\lambda J) \phi^{\prime} \\
& \approx \begin{array}{l}
\left.\approx f^{\prime \prime}\left(x_{0}\right) / 2!\right]\left(x-x_{0}\right)^{\frac{1}{2}}\left[D_{1}\left(-\frac{1}{2}+i \epsilon\right)\left(x-x_{0}\right)^{i \epsilon}\right. \\
\\
\left.\quad+D_{2}\left(-\frac{1}{2}-i \epsilon\right)\left(x-x_{0}\right)^{-i \epsilon}\right]
\end{array}
\end{align*}
$$

is continuous at the singularity, oscillating infinitely many times with decreasing amplitude as we approach $x_{0}$.

## 5. EFFECTIVE POTENTIALS: UNIDIMENSIONAL SQUARE WELLS AND BARRIERS

The first-order derivatives which appear in the wave equation (2.5) can be eliminated by a suitable change of function. Let us write

$$
\begin{equation*}
\eta=[1-\lambda J]^{\frac{1}{2}} \phi \tag{5.1}
\end{equation*}
$$

We obtain in Eq. (2.5)

$$
\begin{equation*}
-\left(\hbar^{2} / 2 m\right) \nabla^{2} \eta+W \eta=E \eta \tag{5.2}
\end{equation*}
$$

with

$$
\begin{align*}
& W=\left(\hbar^{2} / 2 m[1-\lambda J]^{\frac{1}{2}}\right) \nabla^{2}\left([1-\lambda J]^{\frac{1}{2}}\right) \\
&+\left(V_{1}-E \lambda J\right) /(1-\lambda J) . \tag{5.3}
\end{align*}
$$

Equation (5.2) has the form of a Schrödinger equation with an effective potential $W$, in which the energy enters as a parameter. $W$ is singular in points where $\lambda J=1$, as the differential equation, Eq. (2.5), from which we started. If $J$ has finite discontinuities, $W$ will contain $\delta$ functions and first-order derivatives of $\delta$ functions, and these terms will complicate the analysis of the behavior of the solutions of Eq. (5.2). Thus, in spite of the simplicity of the relation between $\eta$ and $\phi$, Eq. (5.1), and of the apparent simplicity of Eq. (5.2), it seems that we do not gain very much from this transformation.

For the case of one-dimensional problems, the first-order derivatives of the wavefunction can be eliminated by introducing the auxiliary function $\chi(x)$ defined by Eq. (3.2), which obeys Eq. (3.5). Very simple relations exist between important properties of $\phi$ and $\chi$. Excluding points for which $\lambda J=1$, which were discussed in the previous section, $\chi$ and its derivatives of first and second order are continuous; physically acceptable solutions exist, for which these quantities are finite everywhere. By Eq. (3.2), the true wavefunctions, $\phi$ will also be finite in all space, and thus, physically acceptable. Let us see what occurs with the asymptotic behavior of these solutions.

If $\phi$ is a typical bound-state wavefunction, behaving as $e^{-\mu x}$ for large enough values of $x$ (we suppose that $\lambda J$ goes to zero at infinity, or at least is bounded there), then $\chi$ is also of the same form, representing also a bound-state wavefunction, with the same
binding energy. On the other hand, if $\phi$ is a typical positive-energy wavefunction, behaving for large $|x|$ as

$$
\begin{equation*}
\phi \approx \sin (k x+\delta) \tag{5.4}
\end{equation*}
$$

then $\chi$ will be

$$
\begin{equation*}
\chi \approx \sin \left(k x+\delta+\frac{1}{2} \pi\right) \tag{5.5}
\end{equation*}
$$

with a phase shift increased by $\frac{1}{2} \pi$, and the same wavelength. Properties of the system described by the Schrödinger equation with velocity-dependent potential can then be deduced from the study of the Schrödinger equation with the static potential $U(x)$ given by Eq. (3.6) (the potential $U$ is called static because momentum operators do not appear on it, although the energy enters in it as a parameter).

In a sintple problem of square wells or barriers, with $\lambda J(x)$ being a constant $\lambda J_{0}$ in a certain interval and zero outside, the derivatives of $\lambda J$ in the extremes of the interval introduce extra $\delta$-function factors, which make the wave equation a little cumbersome to analyze. We have already used properties of the auxiliary function $\chi$ to study the properties of continuity of $\phi$ as we cross the walls of barriers and wells. The static potential $U(x)$ is zero outside and $U_{0}=-E \lambda J_{0} /\left(1-\lambda J_{0}\right)$ inside the interval.

For $E>0$, the potential $U_{0}$ is repulsive for $\lambda J_{0}>1$ and for $\lambda J_{0}<0$, and attractive for $0<\lambda J_{0}<1$. The opposite is true for negative energies. For $E<0$ and $\lambda J_{0}<0$, the potential is attractive, but $U_{0}>E$ and no bound-state solutions can exist since the energy is below the bottom of the well for all $x$. Bound states can then only exist for $\lambda J_{0}>1$.

As $\lambda J_{0} \rightarrow 1,\left|U_{0}\right|$ increases without limit, $U_{0}$ becoming a hard core or an infinitely deep well. We have the case of scattering by a hard-core potential when $E>0$ and $\lambda J_{0} \rightarrow 1+0$. We have the case of scattering by an infinitely deep well when $E>0$ and $\lambda J_{0} \rightarrow 1-0$. When $E>0$, as $\lambda J_{0}$ passes the value 1 from higher to lower values, the potential $U$ changes suddenly from $+\infty$ to $-\infty$. We have bound states in an infinitely deep well when $E<0, \lambda J_{0} \rightarrow 1+0$.

In Eq. (3.1), we see that if $1-\lambda J_{0}=0$ in an interval, we have $\phi=0$ there. This is the typical behavior of the wavefunction in a hard-core problem: it equals zero in the walls and is zero inside the core. If $1-\lambda J_{0}$ is very small negative, Eq. (3.1) has a violently oscillating solution, characteristic of the very deep well.

## 6. SPHERICALLY SYMMETRIC PROBLEMS: an equivalent static potential for THE $S$-WAVE CASE

With $V_{1}$ and $J$ in Eq. (2.1) depending only on the radial distance $r$, the wave equation can be separated
in partial waves by putting

$$
\begin{equation*}
\phi(\mathbf{r})=\sum_{l, m} R_{l}(r) Y_{l, m}(\theta, \varphi), \tag{6.1}
\end{equation*}
$$

where $Y_{l, m}(\theta, \varphi)$ are the spherical harmonic functions, and the radial part satisfies the differential equation

$$
\begin{align*}
&(1-\lambda J)\left\{R_{l}^{\prime \prime}+(2 / r) R_{l}^{\prime}-\left[l(l+1) / r^{2}\right] R_{l}\right\} \\
&+[d(1-\lambda J) / d r] R_{l}^{\prime}+\left(k^{2}-U_{1}\right) R_{l}=0, \tag{6.2}
\end{align*}
$$

with $k^{2}=2 m E / \hbar^{2}, U_{1}=2 m V_{1} / \hbar^{2}$.
Due to the term $-\lambda[d J(r) / d r]\left[d R_{l} / d r\right]$, Eq. (6.2) cannot in general be written in the form of a usual Schrödinger equation. We now show how we can do it in the case of $l=0$, with $V_{1}=0$. The $s$-wave radial equation is then

$$
\begin{align*}
& d\left[(1-\lambda J) d R_{0} / d r\right] / d r \\
& \quad+(2 / r)(1-\lambda J) d R_{0} / d r+k^{2} R_{0}=0 . \tag{6.3}
\end{align*}
$$

Let us introduce a new function

$$
\begin{equation*}
\chi_{R}=(1-\lambda J) d R_{0} / d r . \tag{6.4}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
d \chi_{R} / d r+2 \chi_{R} / r+k^{2} R_{0}=0 \tag{6.5}
\end{equation*}
$$

Taking derivatives of this equation, and eliminating $d R_{0} / d r$ by using Eq. (6.4), we get

$$
\begin{equation*}
\frac{d^{2} \chi_{R}}{d r^{2}}+\frac{2}{r} \frac{d \chi_{R}}{d r}+\left(\frac{k^{2}}{1-\lambda J}-\frac{2}{r^{2}}\right) \chi_{R}=0 \tag{6.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d^{2} \chi_{R}}{d r^{2}}+\frac{2}{r} \frac{d \chi_{R}}{d r}+\left[k^{2}-U(r)\right] \chi_{R}=0 \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
U(r)=2 / r^{2}-k^{2} \lambda J(r) /[1-\lambda J(r)] \tag{6.8}
\end{equation*}
$$

Now, Eq. (6.7) has the form of an $s$-wave radial Schrödinger equation with potential $\left(\hbar^{2} / 2 m\right) U(r)$, or alternatively, by considering $2 / r^{2} \equiv 1(1+1) / r^{2}$ as a centrifugal term, we can consider it as a $p$-wave radial equation with a simpler potential of assumed finite
range,

$$
\begin{equation*}
\frac{\hbar^{2}}{2 m} k^{2} \mu(r) \equiv-\frac{\left(\hbar^{2} / 2 m\right) k^{2} \lambda J(r)}{1-\lambda J(r)} . \tag{6.9}
\end{equation*}
$$

In terms of a reduced wavefunction

$$
\begin{equation*}
y_{1}(r)=r \chi_{R}(r) \tag{6.10}
\end{equation*}
$$

Eq. (6.7) becomes

$$
\begin{equation*}
d^{2} y_{1} / d r^{2}+k^{2} y_{1}-k^{2} \mu(r) y_{1}-\left(2 / r^{2}\right) y_{1}=0 . \tag{6.11}
\end{equation*}
$$

Properties of the wavefunction for usual static potentials will then be valid for $\chi_{R}$, and the behavior of $R_{0}$ can be obtained from Eq. (6.4) or Eq. (6.5). If $R_{0}$ is a bound-state wavefunction, that is, if it has the form $F(r) e^{-\alpha r}$ for large $r$ [with ( $F r$ ) tending to a constant as $r \rightarrow \infty$ ], then $\chi_{R}$ has the form $G(r) e^{-\alpha r}$ for large $r$ [where $G(r)$ tends to a constant; we assume that $\lambda J(r)$ becomes a constant for large $r$ ]. Thus, $\chi_{R}$ will also be the wavefunction for a bound state, with the same binding energy.

If $R_{0}(r)$ has an asymptotic behavior

$$
\begin{equation*}
R_{0}(r) \approx A e^{i k r}+B e^{-i k r} \tag{6.12}
\end{equation*}
$$

then, the asymptotic behavior of $\chi_{R}$ is

$$
\begin{equation*}
\chi_{R} \approx A e^{i k r}-B e^{-i k r} . \tag{6.13}
\end{equation*}
$$

The phase shifts in the two problems differ only by a constant $\frac{1}{2} \pi$, that is, if

$$
\begin{equation*}
R_{0} \approx(1 / r) \sin \left(k r+\delta_{0}\right) \tag{6.14}
\end{equation*}
$$

then

$$
\begin{equation*}
\chi_{R} \approx(1 / r) \sin \left(k r+\delta_{0}+\frac{1}{2} \pi\right) \tag{6.15}
\end{equation*}
$$

Thus the values of the $S$-matrix element corresponding to $l=0$ differ only by a sign in the two cases of the velocity-dependent potential and the equivalent static problem with potential $U$.
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#### Abstract

The substitutions leaving the character of the representation of the group $S U_{n}$ invariant are considered. The phases induced by these substitutions on the basis functions are established. The substitution giving the contragrediency transformation has been found. This transformation is interpreted as the reflection of the subspace of commuting operators and the corresponding coordinate systems with respect to the rest subspace. The application of the substitution group to the resolution of multiplicity problem in the case of $S U_{3}$ is demonstrated.


## I. INTRODUCTION

IN the theory of representations of the group $S U_{2}$, an important role ${ }^{1}$ is played by the substitutions

$$
\begin{align*}
j \rightarrow j & \equiv-j-1,  \tag{1a}\\
m \rightarrow \bar{m} & \equiv-m, \tag{lb}
\end{align*}
$$

$j(j+1)$ and $m$ being proportional to the proper values of the Casimir operator and of one of the infinitesimal operators, respectively. These substitutions are geometrically interpreted as the reflection of the coordinate system (la) and that of the space (lb) with respect to the plane of the other two infinitesimal operators. This process is called mirror reflection. It brings the basis functions to their contragredient ones so that the invariant corresponding to the scalar product takes on the form

$$
\begin{equation*}
(|j m\rangle|j m\rangle)=\sum_{m}|j m\rangle|\bar{j} \bar{m}\rangle . \tag{2}
\end{equation*}
$$

In generalizing ${ }^{2}$ the procedure mentioned above to the group $S U_{3}$, instead of (1) one obtains the substitutions

$$
\begin{gather*}
\lambda \rightarrow \bar{\lambda}=-\lambda-2 \\
\mu \rightarrow \bar{\mu}=-\mu-2  \tag{3a}\\
I \rightarrow \bar{I}=-I-1, \\
M \rightarrow \bar{M}=-M \\
Y \rightarrow \bar{Y}=-Y, \tag{3b}
\end{gather*}
$$

where $\lambda+\mu$ and $\mu$ are the lengths of two rows of the

[^85]Young pattern characterizing the representation, $I$ and $M$ are quantum numbers of isospin ( $S U_{2}$ ), and $Y$ is the hypercharge. In this case the corresponding expression (2) is obtained by substitutions: $j \rightarrow \lambda \mu$, $\bar{j} \rightarrow \bar{\lambda} \bar{\mu}, m \rightarrow I M Y, \bar{m} \rightarrow \bar{I} \bar{M} \bar{Y}$. Geometrically, (3a) is interpreted as the reflection of the coordinates of the weight space and (3b) as that of the weight space itself with respect to the remaining part of the space of the group.

The further attempts ${ }^{3}$ to generalize these procedures by following the examples of $G_{2}$ and $S U_{3}$ resulted in revealing a whole group of substitutions that leave the character of the representation invariant. This group of substitutions has been found to be isomorphic to the Weyl group.

In view of usefulness of the aforementioned substitutions, it is expedient to generalize them to any special unitary group. The main aim of this paper is to present some results obtained by generalizing the substitution group to $S U_{n}$ for any value of $n$. This question is considered in the next section.

As was stated by Ališauskas, Rudzikas, and Jucys, ${ }^{3}$ the contragrediency transformation is very closely connected with the group of substitutions. For $G_{2}$ it is just one element of this group, and for $S U_{3}$ it is one element followed by the permutation of $\lambda$ and $\mu$. The contragrediency transformation in $S U_{n}$ is considered in Sec. III. The geometrical interpretation of this contragrediency transformation, which is the generalization of the mirror reflection symmetry ${ }^{1}$ of $S U_{2}$, is given there as well.

In the last section, by following the example of $S U_{3}$, we demonstrate the utility of the substitution

[^86]group for solving the multiplicity problem. By this another point of view will be given to the methods of attacking the multiplicity problem which are given recently by Baird and Biedenharn ${ }^{4}$ and by Biedenharn, Giovannini, and J. D. Louck. ${ }^{5}$

## II. SUBSTITUTION GROUP OF $S U_{n}$

The expression, as given by Weyl, ${ }^{6}$ for the character of the representation of $S U_{n}$ is

$$
\begin{align*}
& \chi\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right) \\
& \quad=\left.\left|A_{k j}\left(n, k, \lambda_{k}, \varphi_{j}\right)\right|| | A_{k j}\left(n, k, \lambda_{k}, \varphi_{j}\right)\right|_{i_{k=0}} \tag{4}
\end{align*}
$$

where

$$
\begin{gather*}
A_{k j}=\exp \left\{i\left[(n+1) / 2-k+\lambda_{k}\right] \varphi_{j}\right\},  \tag{5}\\
\lambda_{k}=m_{k n}-\sum_{i=1}^{n} \frac{m_{i n}}{n}, \tag{6}
\end{gather*}
$$

$m_{k n}$ being the length of $k$ th row of the Young pattern for the Weyl-basis tableau of the irreducible representation.

The permutation of rows of determinants in (4)

$$
\left(\begin{array}{llllll}
1 & 2 & \cdots & k & \cdots & n  \tag{7}\\
l_{1} & l_{2} & \cdots & l_{k} & \cdots & l_{n}
\end{array}\right)
$$

is equivalent to the substitutions

$$
\begin{equation*}
m_{k n} \rightarrow m_{k n}^{\prime} \equiv m_{l_{k} n}-l_{k}+k . \tag{8}
\end{equation*}
$$

Transformations (8) constitute the group called the substitution group, ${ }^{3}$ which is isomorphic to the Weyl group of $S U_{n}$ and, obviously, isomorphic to the symmetric group $S_{n}$. The substitutions (8) have been found by Baird and Biedenharn ${ }^{4}$ in examining the invariance of the Weyl dimension formula. It is obvious, of course, that the substitutions leaving invariant characters of irreducible representations do not affect the dimensions of these representations.

The elements of the substitution group (8) induce the similarity transformation on the representation. This unitary transformation induces the phase factors of basis functions. These basis functions are characterized by the Gelfand ${ }^{7}$ pattern

$$
(m) \equiv\left[\begin{array}{cccc}
m_{1, n} & m_{2, n} & \cdots & m_{n-1, n}  \tag{9}\\
m_{1, n-1} & \cdots & m_{n, n} \\
& \cdots & & \\
& m_{1,1} & &
\end{array}\right]
$$

where

$$
\begin{equation*}
m_{i, j+1} \geq m_{i, j} \geq m_{i+1, j+1} \tag{10}
\end{equation*}
$$

It is seen that the substitutions (8) affect the first row of the Gelfand pattern only. It is evident that similar substitutions applied to the other rows of the Gelfand pattern do not affect the character of the irreducible representation, because they leave invariant the characters of the representations of corresponding subgroups $S U_{n-z}(z<n)$ of the group $S U_{n}$. It is the phases of basis functions which are affected by these substitutions. For this reason our task is to establish the rules according to which the substitutions

$$
\begin{equation*}
m_{k i} \rightarrow m_{k i}^{\prime} \equiv m_{l_{k} i}-l_{k}+k \quad(k \leq i=1,2, \cdots, n) \tag{11}
\end{equation*}
$$

change the phases of the basis functions.
We use Baird and Biedenharn ${ }^{8}$ phase system. In this system, the matrix elements of the infinitesimal operators $E_{k, k-1}$ are positive. We require that they remained positive under all substitutions (11). At first we bring the formula (60) of Baird and Biedenharn ${ }^{8}$ to the form

$$
\begin{equation*}
E_{k, k-1}|(m)\rangle=\sum_{i=1}^{k-1} A_{i}|(m)\rangle_{m_{i, k-1} \rightarrow m_{i, k-1}-1}, \tag{12}
\end{equation*}
$$

$$
\begin{align*}
A_{i}= & {\left[\begin{array}{l}
\prod_{j=1}^{i-1}\left(m_{j, k-2}-m_{i, k-1}-j+i\right) \prod_{j=i}^{k-2}\left(m_{i, k-1}-m_{j, k-2}+j-i\right) \\
\prod_{j=1}^{i-1}\left(m_{j, k-1}-m_{i, k-1}-j+i\right) \prod_{j=i+1}^{k-1}\left(m_{i, k-1}-m_{j, k-1}+j-i\right)
\end{array}\right]^{\frac{1}{2}} } \\
& \times\left[\frac{\prod_{j=1}^{i}\left(m_{j, k}-m_{i, k-1}-j+i+1\right) \prod_{j=i+1}^{k}\left(m_{i, k-1}-m_{j, k}+j-i-1\right)}{\left.\frac{\prod_{j=1}^{i-1}\left(m_{j, k-1}-m_{i, k-1}-j+i+1\right) \prod_{j=i+1}^{k-1}\left(m_{i, k-1}-m_{j, k-1}+j-i-1\right)}{}\right]^{\frac{1}{2}} .} .\right. \tag{13}
\end{align*}
$$

In the Gelfand pattern on the right-hand side of (12), $m_{i, k-1}$ must be replaced by $m_{i, k-1}-1$. It is worth

[^87]noting, that all multipliers in (13) are made to be positive. After performing substitutions of the type (11), some of these multipliers turn into negative ones. These last must be made positive by taking out of the

[^88]square root the imaginary unit $i$ for each negative multiplier, taking into account its location (in numerator or denominator). The phase of the basis function must be such that, together with these imaginaries, gives a positive sign to the matrix element of $E_{k, k-1}$.

In formulating the rules found by which the exponent

$$
\begin{equation*}
\varphi=\sum m_{i j} \tag{14}
\end{equation*}
$$

of the phase factor

$$
\begin{equation*}
\delta=(-1)^{\varphi} \tag{15}
\end{equation*}
$$

is to be constructed, we use the term "permutation" instead of "substitution," because each substitution (11) brings the parameter $m_{i j}$ into another position, the appearance of inhomogenous term $k-l_{k}$ being unessential. These rules are as follows.
I. When the permutation takes place in one, say the $k$ th, row of the Gelfand pattern, then
(a) $\varphi_{k}$ contains the parameters of adjacent rows (it is $k-1$ and $k+1$ ) only.
(b) $\varphi_{k}$ is additive with respect to the cycles of permutation.
(c) For a given cycle of permutation in the $k$ th row, $\varphi_{k}$ contains $m_{i, k+1}$ and $m_{i-1, k-1}$, when the vertical line drawn through the positions of these parameters cross the permutation lines of one direction an odd number of times, the permutation line being an arrowed line going from the old position of $m_{i k}$ to the new one.
(d) The presence of $m_{i n}$ in the phase factor may be neglected, because the phases are not defined with respect to these parameters, at least not until the phases of the Clebsch-Gordan coefficients are defined.
II. When permutation takes place in two or more rows of the Gelfand pattern, then
(a) At first $p$ is constructed according to I as the sum of contributions of each row subjected to permutation.
(b) If the permutation takes place in adjacent rows, the following corrections must be introduced:

Through each point taking part in permutation, draw straight vertical lines crossing adjacent rows on both sides (upper and lower ones). The parameter $m_{i j}$ must be included in $\varphi$, in addition, if the vertical line drawn through the old position of $m_{i j}$ crosses an odd number of times the permutation lines on two adjacent rows having arrows of the same direction as permutation line of $m_{i j}$ and not crossed by the vertical line drawn through the new position of $m_{i j}$.
(c) The parameters $m_{i n}$ may be neglected in constructing the phase factor on the same grounds given in $I$.


Fig. 1. Demonstration of the construction of phase factor, when the elements of $k$ th row of the Gelfand pattern are permuted by the cycle (143628).
III. When permutation takes place in the Gelfand pattern with parameters already permuted, then the best way to construct the phase factor is this one:
(a) According to I and II, the normal Gelfand pattern is to be restored.
(b) The new permutation covering the first and second one is to be fulfilled according to I and II.

We illustrate I(c) and II(b) by examples. In Fig. 1, the three rows ( $k-1$, and $k+1$ ) of the Gelfand pattern are represented. The first subscript of $m_{i j}$ is indicated at each point of the diagram; the second subscript, labeling the rows (counting from the bottom of the pattern), is given on the left-hand side of the diagram. The transfer of the parameters by the cycle (143628) of permutation [substitution (11)] is indicated by full arrowed lines showing the directions of displacement of parameters. The broken vertical lines drawn through the positions of parameters $m_{i, k+1}$ and $m_{i-1, k-1}(i=1,2, \cdots, 7)$ crossing the permutation lines show that

$$
\begin{gather*}
\varphi_{k}=m_{1, k-1}+m_{\mathbf{3}, k-1}+m_{6, k-1}+m_{7, k-1}+m_{2, k+1} \\
+m_{4, k+1}+m_{7, k+\mathbf{1}}+m_{8, k+1} . \tag{16}
\end{gather*}
$$

Given in Fig. 2 are the same rows of the Gelfand pattern as in Fig. 1. Here we illustrate the construction of phase correction arising from the $k$ th row because of the permutation being done in adjacent rows. This correction is

$$
\begin{equation*}
\Delta_{k} \varphi=m_{1, k}+m_{3, k}+m_{6, k} . \tag{17}
\end{equation*}
$$

Here $m_{1, k}$ is present because the vertical line drawn through $m_{1, k}$ crosses the permutation line $1 \rightarrow 2$ on the row $k+1$, which is not crossed by the line drawn through $m_{8, k}$ (the new position of $m_{1, k}$ ). $m_{2, k}$ is absent,


Fig. 2. Demonstration of the construction of correction to the phase factor arising from the $k$ th row of the Gelfand pattern.
because, the vertical line drawn through its position crosses two permutation lines (one on each adjacent row) that are not crossed by the vertical line drawn through $m_{6, k}$. Further, for example, $m_{6, k}$ is present, because the corresponding vertical line crosses three permutation lines which are not crossed by the line drawn through $m_{3, k}$.

Concluding this section, we note that in the special case of $S U_{3}$, we have

$$
\begin{align*}
\lambda & =m_{13}-m_{23}, \quad \mu=m_{23} \quad\left(m_{33}=0\right) \\
I & =\left(m_{12}-m_{22}\right) / 2, \quad M=m_{11}-\left(m_{12}+m_{22}\right) / 2 \\
Y & =m_{12}+m_{22}-2\left(m_{13}+m_{23}\right) / 3 \tag{18}
\end{align*}
$$

Then (11) gives the substitutions (2) of Ališauskas, Rudzikas, and Jucys. ${ }^{3}$

## III. CONTRAGREDIENCY TRANSFORMATION

We seek a substitution that leads to a contragredient representation without any phase factor, like that done ${ }^{1}$ in the case of $S U_{2}$. We find that this requirement is satisfied by the substitution

$$
\begin{equation*}
m_{i j} \rightarrow \bar{m}_{i j}=-m_{i j}+2 i-j-n . \tag{19}
\end{equation*}
$$

In order to verify this statement, we must show that

$$
\begin{equation*}
\langle(m)|=|(m)\rangle^{*}=|(\bar{m})\rangle . \tag{20}
\end{equation*}
$$

Here under $(\bar{m})$ is understood the Gelfand pattern in Eq. (9) in which all parameters are changed according to Eq. (19). If Eq. (20) is correct,

$$
\begin{equation*}
I=\sum_{m_{i j}(i \neq n)}|(m)\rangle|(\bar{m})\rangle \tag{21}
\end{equation*}
$$

is invariant. This means that the result of operation by any infinitesimal operator must be zero; that is,

$$
\begin{align*}
E_{\alpha} I= & \sum_{m_{i j}(j \neq n)}\left\{\left((\bar{m}+x)\left|E_{\alpha}\right|(\bar{m})\right\rangle|(\bar{m}+x)\rangle|(m)\rangle\right. \\
& \left.+\langle(m+x)| E_{\alpha}|(m)\rangle|(\bar{m})\rangle,|(m+x)\rangle\right\} \tag{22}
\end{align*}
$$

must vanish. In order to visualize this in the second term in braces, we substitute $m_{i j} \rightarrow m_{i j}-x_{i j}$. Then we have

$$
\begin{align*}
E_{\alpha} I= & \sum_{m_{i j}(j \neq n)}\left\{(\overline{m-x})\left|E_{\alpha}\right|(\bar{m})\right\rangle \\
& \left.+\langle(m)| E_{\alpha}|(m-x)\rangle\right\}|(\overline{m-x})\rangle|(m)\rangle \tag{23}
\end{align*}
$$

Taking $E_{k, k-1}$ and using (12), we find that the first matrix element in braces equals the second one with a minus sign, and thus (23) vanishes.

The substitution (19) can be carried out in two steps:

$$
\begin{gather*}
m_{i j} \rightarrow m_{j-i+1, j}+2 i-j-1,  \tag{24a}\\
m_{j-i+1, j} \rightarrow-m_{i j}-n+1 . \tag{24b}
\end{gather*}
$$

The first step is the special case of (11) and the second one coincides up to a constant term with the substitution (11) of Baird and Biedenharn. ${ }^{4}$ It is
found that $\varphi$ in (14) is additive for these substitutions and equals (up to terms containing $m_{i n}$ )

$$
\begin{equation*}
\varphi_{a}=\varphi_{b}=\sum_{j=1}^{n-1} \sum_{i=1}^{j} m_{i j} \tag{25}
\end{equation*}
$$

This coincides with the phase of the conjugation operation of Baird and Biedenharn ${ }^{7}$ with $m_{i n}$ omitted. Evidently $\varphi_{a}$ and $\varphi_{b}$ cancel one another and we obtain the contragrediency transformation without any phase multiplier, which was already pointed out.

It is easy to see that (24b) gives

$$
\begin{equation*}
M_{k} \equiv \frac{1}{k} \sum_{j=1}^{k} m_{j k}-\frac{1}{k+1} \sum_{j=1}^{k+1} m_{j, k+1} \rightarrow-M_{k} \tag{26}
\end{equation*}
$$

where $M_{k}(k=1,2, \cdots, n-1)$ are the proper values of the commuting infinitesimal operators $\left(H_{k}\right)$. For this reason generalizing the geometrical interpretation of (1b) of $S U_{2}$, we interpret the substitution (24b) as the reflection of the weight space with respect to the rest part of the space. On the other hand, we interpret the substitution (24a) as the reflection of the coordinate system of the weight space with respect to the coordinate system of the remaining subspace. Consequently, the contragrediency transformation is to be interpreted as simultaneous reflection of the weight space and of corresponding coordinates with respect to the rest part of the space. This reflection is the generalization of mirror reflection symmetry considered by Jucys, Savukynas, and Bandzaitis ${ }^{9}$ in the case of $S U_{2}$.

We can concentrate our attention on the subspace of commuting operators only, because quantities corresponding to these operators can only take-on definite values. The above-stated reflection is the simultaneous inversion of this space and of a corresponding coordinate system. On this occasion, attention must be called to the possibility of an alternative interpretation of the symmetries connected with the quantities corresponding to the commuting operators.

We are going now to give a geometrical interpretation of the Young pattern for the Weyl basis tableau for contragredient representation. It is seen from Eq. (19) that all parameters are negative in contragrediently transformed states. It is possible to make the tableau a lexical one by a suitable choice of the diagram. Such a diagram is shown in Fig. 3. The left part of this diagram is obtained from the normal Weyl basis tableau by reflection with respect to the central line. This part of the diagram is lexical when read from right to left. The right-hand part of this

[^89]

Fig. 3. The Weyl basis tableau for the contragredient representation of $S U_{n}$.
diagram represents nonhomogenous terms of (19). Lengths of these rows are $2 n-2,2 n-4, \cdots$. This part of the pattern does not take part in symmetry operations. When going to the subgroup $S U_{n-1}$, it is necessary to take away all squares filled with the index $n$ on the left- and right-hand sides from the central line. Subsequent shrinkage of the diagram is obtained by removing the antisymmetrical part of the remaining diagram in order to go over from $U_{n-1}$ to $S U_{n-1}$.

In the special case of $S U_{3}$, (18) and (19) give the substitutions (3). It is evident that (24a) corresponds to (3a), and (24b) to (3b).

## IV. THE MULTIPLICITY PROBLEM FOR $S U_{3}$

Limiting ourselves to the group $S U_{3}$, we show how the substitution group can be used for the solution of multiplicity problem. Our demonstration is founded on the requirement of invariance of the coupling scheme with respect to the substitutions (11). This means that the additional quantum number in the Clebsch-Gordan coefficient must be conserved under these substitutions.

In a manner similar to that used in the case of $\mathrm{SU}_{2}$ by Jucys, Savukynas, Bandzaitis, Karosiene, and Našlenas ${ }^{10}$ for isoscalar factors of $S U_{3}$, we obtain relations

$$
\begin{align*}
& {\left[\begin{array}{ccc}
(\lambda \mu) & \left(\lambda^{\prime} \mu^{\prime}\right) & (\lambda+a, \mu+b)_{\rho} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]}  \tag{27a}\\
& =\sum_{\rho^{\prime}} \delta_{\rho \rho^{\prime}}^{A}(-1)^{2 r^{\prime}}\left[\begin{array}{ccc}
(\mu,-\lambda-\mu-3) & \left(\lambda^{\prime} \mu^{\prime}\right) & (\mu+b,-\lambda-\mu-3-a-b)_{\rho^{\prime}} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]  \tag{27b}\\
& =\sum_{\rho^{\prime}} \delta_{\rho \rho^{\prime}}^{B}(-1)^{2 I^{\prime}}\left[\begin{array}{ccc}
(-\lambda-\mu-3, \lambda) & \left(\lambda^{\prime} \mu^{\prime}\right) & (-\lambda-\mu-3-a-b, \lambda+a)_{\rho^{\prime}} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]  \tag{27c}\\
& =\sum_{\rho^{\prime}} \delta_{\rho \rho^{\prime}}^{K}(-1)^{2 I^{\prime}}\left[\begin{array}{ccc}
(-\mu-2,-\lambda-2) & \left(\lambda^{\prime} \mu^{\prime}\right) & (-\mu-2-b,-\lambda-2-a)_{\rho^{\prime}} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]  \tag{27d}\\
& =\sum_{\rho^{\prime}} \delta_{\rho \rho^{\prime}}^{L}(-1)^{\frac{\lambda^{\prime}-\mu^{\prime}}{3}+\frac{Y^{\prime}}{2}-k}\left[\begin{array}{ccc}
(\lambda+\mu+1,-\mu-2) & \left(\lambda^{\prime} \mu^{\prime}\right) & (\lambda+\mu+1+a+b,-\mu-2-b)_{\rho^{\prime}} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]  \tag{27e}\\
& =\sum_{\rho^{\prime}} \delta_{\rho^{\prime}}^{M(-1)}{ }^{\frac{\lambda^{\prime}-\mu^{\prime}}{3}+\frac{Y^{\prime}}{2}+k}\left[\begin{array}{ccc}
(-\lambda-2, \lambda+\mu+1) & \left(\lambda^{\prime} \mu^{\prime}\right) & (-\lambda-2-a, \lambda+\mu+1+a+b)_{\rho^{\prime}} \\
I Y & I^{\prime} Y^{\prime} & I+k, Y+Y^{\prime}
\end{array}\right]  \tag{27f}\\
& =(-1)^{a+b-\frac{2\left(\lambda^{\prime}-\mu^{\prime}\right)}{3}+\frac{Y^{\prime}}{2}-I^{\prime}}\left[\begin{array}{ccc}
(\lambda \mu) & \left(\lambda^{\prime} \mu^{\prime}\right) & (\lambda+a, \mu+b)_{\rho} \\
I Y & I^{\prime} Y^{\prime} & I-k, Y+Y^{\prime}
\end{array}\right] . \tag{28}
\end{align*}
$$

Here $\delta_{\rho \rho}$, is a unitary matrix. In (28) it is absent because $\lambda$ and $\mu$ do not change in any way in this case. By the way, it must be mentioned that (28) is obtained on the supposition that in the rules given in Sec. II, the parameters $m_{i n}$ are included.

Now our problem is to find a definition of ClebschGordan coefficients such that $\delta_{\rho \rho^{\prime}}$ in Eq. (27) will be diagonal. We observe that this condition is fulfilled by

[^90]the isoscalar factors for $\left(\lambda^{\prime} \mu^{\prime}\right)=(11)$ as given by Hecht ${ }^{11}$ and Kuryan, Lurié, and Macfarlane ${ }^{12}$ in the form of algebraic expressions.

Let us construct an operator of the form

$$
\begin{equation*}
T^{\left(\lambda^{\prime} u^{\prime}\right)}=P(10)^{\lambda^{\prime}-r}(01)^{\mu^{\prime}-r}(11)_{1}^{u}(11)_{2}^{r-n} . \tag{29}
\end{equation*}
$$

where (10), (01), and (11) represent operators $T^{(10)}$,

[^91]$T^{(01)}$, and $T^{(11)}$, respectively, the last one being from the direct product of two infinitesimal operators. For this reason two kinds appear. Equation (29) is the direct product with maximal weight, which is symbolized by $P$. Such a coupling can be realized with the help of the formulas of "stretched" Clebsch-Gordan coefficients given by Sharp and von Baeyer ${ }^{13}$ and Ponzano. ${ }^{14}$ It may be pointed out that the multiplicity of the representation does not exceed
\[

$$
\begin{equation*}
\min (r+1, \lambda+1, \mu+1, \lambda+a+1, \mu+b+1) \tag{30}
\end{equation*}
$$

\]

and that $r$ is
$\min \left(\lambda^{\prime}, \mu^{\prime}, \frac{2 \lambda^{\prime}+\mu^{\prime}-2 a^{\prime}-b^{\prime}}{3}, \frac{\lambda^{\prime}+2 \mu^{\prime}-a^{\prime}-2 b^{\prime}}{3}\right)$,
where $a^{\prime}, b^{\prime}$ are homogenous parts of substitutions (2) of Ališauskas, Rudzikas, and Jucys ${ }^{3}$ which one obtains from (11), as was mentioned at the end of Sec. II, and which are used in (27).

The matrix elements of the operator (29) with maximal value of $I^{\prime}$ are proportional to the ClebschGordan coefficients

$$
\left[\begin{array}{ccc}
(\lambda \mu) & \left(\lambda^{\prime} \mu^{\prime}\right) & (\lambda+a, \mu+b)_{u}  \tag{32}\\
I Y & \frac{1}{2}\left(\lambda^{\prime}+\mu^{\prime}\right) Y^{\prime} & I+\frac{1}{2}\left(\lambda^{\prime}+\mu^{\prime}\right)-u+c, Y+Y^{\prime}
\end{array}\right],
$$

which vanish unless $c$ is a nonpositive integer. $u$ and $u-c$, where

$$
\begin{equation*}
0 \leq u, u-c \leq r \tag{33}
\end{equation*}
$$

label the Clebsch-Gordan coefficients with all other parameters fixed. This gives the triangular matrix of

[^92]the form

| $u-c$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u$ |  | 1 | 2 | $\cdots$ | $r-1$ | $r$ |
|  |  | $x$ | $x$ | $x$ |  | $x$ |
| 1 | 0 | $x$ | $x$ |  | $x$ | $x$ |
| 2 | 0 | 0 | $x$ |  | $x$ | $x$ |
| $r-1$ | $\cdots$ |  |  |  |  |  |
| $r$ | 0 | 0 | 0 |  | $x$ | $x$ |
| $r$ |  |  |  |  |  |  |

When the multiplicity is less than $r+1$, the corresponding number of upper rows of (34) are to be filled by zeros.

It may be shown that the triangular character of (34) is not spoiled by substitutions (11). Consequently, $\delta_{\rho \rho^{\prime}}$ must be diagonal and because of reality and orthonormality of the Clebsch-Gordan coefficients they are of the form

$$
\begin{equation*}
\delta_{\rho \rho}^{X}=(-1)^{\varphi x} . \tag{35}
\end{equation*}
$$

For the phase system of Baird and Biedenharn ${ }^{8}$ in which the Clebsch-Gordan coefficients with $\left(\lambda^{\prime} \mu^{\prime}\right)=$ (10) or (01) and $I^{\prime}=0$ are taken to be positive, one obtains

$$
\begin{align*}
& \varphi_{A}=\varphi_{B}=0, \\
& \varphi_{K}=\lambda^{\prime}+\mu^{\prime}+a+b+r-u,  \tag{36}\\
& \varphi_{L}=\varphi_{M I}=r-u .
\end{align*}
$$

It must be noted that in our method of resolution of multiplicity problems, contrary to the method of conjugation operation of Baird and Biedenharn, ${ }^{4}$ there is no difficulty in the case where $\lambda^{\prime} \neq \mu^{\prime}$. Nevertheless, some inconvenience arises from the fact that in Clebsch-Gordan coefficients defined by this method $u$, being conserved under transposition of the first and third columns, is not conserved when the second column is subjected to the transposition. However, this fact causes no harm because such a transposition can be avoided in practical applications.
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#### Abstract

A general theory of the realizations of Lie groups by means of canonical transformations in classical mechanics, proposed in a preceding paper, is applied to the rotation group. A number of significant physical examples corresponding to nonirreducible realizations is treated in detail: specifically, the mass point, the rotator, and the rigid body with a fixed point. The explicit form of the possible irreducible realizations is worked out. Such realizations do not directly correspond to any realistic physical model but play a relevant role for the introduction of the spin in classical mechanics.


## I. INTRODUCTION

IN a preceding paper ${ }^{1}$ a general theory has been proposed to characterize all the possible realizations of the finite Lie groups by means of canonical transformations in a classical phase space. In the present paper we want to apply the general theory given there to the rotation group, discussing some fundamental physical examples. ${ }^{2,3}$

Let us summarize the most relevant results of the first paper.

First of all, assuming we have a physical system characterized by the canonical coordinates $q_{1}, \cdots$, $q_{n}, p_{1}, \cdots, p_{n}$, we defined as a canonical realization $\boldsymbol{f}(\mathbf{a})$ of a Lie group $\mathfrak{S}$ a set of transformations

$$
\begin{array}{r}
q_{i}^{\prime}=q_{i}^{\prime}\left(q_{1}, \cdots, q_{n}, p_{1}, \cdots, p_{n} \mid a_{1}, \cdots, a_{r}\right), \\
p_{j}^{\prime}=p_{j}^{\prime}\left(q_{1}, \cdots, q_{n}, p_{1}, \cdots, p_{n} \mid a_{1}, \cdots, a_{r}\right),  \tag{1}\\
(i, j=1, \cdots, n)
\end{array}
$$

[where $\mathbf{a} \equiv\left(a_{1}, \cdots, a_{r}\right)$ are the parameters of $\left.\mathfrak{G}\right]$ homomorphic to $\mathfrak{G}$ and leaving the Poisson brackets among the fundamental dynamical variables invariant. Besides, we considered the Lie algebra of $\mathcal{G}$

$$
\begin{equation*}
\left[X_{\rho}, X_{\sigma}\right]=c_{\rho \sigma}^{\tau} X_{\tau} \quad(\rho, \sigma=1, \cdots, r) \tag{2}
\end{equation*}
$$

and we showed that the functions $y_{\rho}(q, p)$ which generate the infinitesimal transformations of the

[^93]realization $\boldsymbol{\Omega}$ satisfy the following Poisson bracket relations:
\[

$$
\begin{equation*}
\left\{y_{\rho}, y_{\sigma}\right\}=c_{\rho \sigma}^{\tau} y_{\tau}+d_{\rho \sigma}, \tag{3}
\end{equation*}
$$

\]

where the $d_{p a}$ 's are constants depending on the particular realization and satisfying the conditions

$$
\begin{equation*}
d_{\rho \sigma}+d_{\sigma \rho}=0, \quad c_{\rho \sigma}^{\tau} d_{r \lambda}+c_{\lambda \rho}^{\tau} d_{r \sigma}+c_{\sigma \lambda}^{\tau} d_{\tau \rho}=0 . \tag{4}
\end{equation*}
$$

The number of independent $d_{\rho \sigma}$ 's can be reduced to a minimum, say $s$, which is characteristic of the group $\mathcal{G}$, by means of a substitution of the form $y_{\rho} \rightarrow y_{\rho}+\gamma_{\rho}$ ( $\gamma_{\rho}$ constants).

Then, we proved (see Ref. 1, Theorem 1) that, considering first the generators $y_{\rho}(q, p)$ as independent variables, it is possible to construct $r$ independent functions of the $y_{\rho}^{\prime}$ 's: $\mathbb{Q}_{1}(y), \cdots, \mathbb{Q}_{h}(y), \mathfrak{P}_{1}(y), \cdots$, $\mathfrak{P}_{h}(y), \mathfrak{J}_{1}(y), \cdots, \mathfrak{J}_{k}(y)$ satisfying

$$
\begin{align*}
\left\{\mathfrak{Q}_{i}, \mathfrak{Q}_{j}\right\} & =\left\{\mathfrak{P}_{i}, \mathfrak{P}_{j}\right\}=\left\{\mathfrak{Q}_{i}, \mathfrak{I}_{t}\right\}=\left\{\mathfrak{P}_{j}, \mathfrak{I}_{t}\right\} \\
& =\left\{\mathfrak{I}_{t}, \mathfrak{I}_{t^{\prime}}\right\}=0 \tag{5}
\end{align*}
$$

$\left\{\mathfrak{Q}_{i}, \mathfrak{P}_{j}\right\}=\delta_{i j} ; \quad i, j=1, \cdots, h ;$

$$
t, t^{\prime}=1, \cdots, k, \quad 2 h+k=r
$$

which can be ordered therefore within the following scheme, hereafter referred to as the Scheme $A$ :

$$
\begin{array}{ll}
\mathfrak{P}_{1}(y) \cdots \mathfrak{P}_{h}(y) & \mathfrak{I}_{1}(y) \cdots \mathfrak{I}_{k}(y)  \tag{6}\\
\mathfrak{Q}_{1}(y) \cdots \mathfrak{Q}_{n}(y) &
\end{array}
$$

Here the Poisson bracket between any two expressions is minus one if they are on the same column and zero otherwise. The expressions $\mathfrak{I}(y)$ which actually are the only independent functions of the generators which have zero Poisson brackets with all of them, have been called the canonical invariants. Their number $k$ is given by the formula

$$
\begin{equation*}
k=r-\text { generic rank }\left\|c_{\rho \sigma}^{\tau} y_{t}+d_{\rho \sigma}\right\| . \tag{7}
\end{equation*}
$$

Now, if we replace the variables $y_{\rho}$ by their actual expressions in terms of a system of canonical variables ( $q, p$ ) of a given canonical realization $\boldsymbol{\Omega}$, the expressions $\mathfrak{I}\left(y_{1}, \cdots, y_{r}\right)$ will not result in general independent functions of the canonical variables. This means that a certain number, say $k-l$, of relations of the form

$$
\begin{equation*}
f_{z}\left(\mathfrak{I}_{1}, \cdots, \mathfrak{I}_{k}\right)=\text { const }, \quad \alpha=1, \cdots, k-l \tag{8}
\end{equation*}
$$

may possibly exist. Let us call $\mathfrak{I}_{1}^{\prime}, \cdots, \Im_{l}^{\prime}(l \leq k)$ the independent $\mathfrak{I}$ (or functions of them) and let us denote by $\mathfrak{I}_{l+1}^{\prime}, \cdots, \mathfrak{J}_{k}^{\prime}$ those functions of the $\mathfrak{J}$ which turn out to be identically equal to constants. Then, we proved a second fundamental theorem (see Ref. 1, Theorem 2) which can be stated as follows: given any canonical realization $\boldsymbol{\Omega}$ in terms of the vari-
ables ( $q, p$ ), it is possible to perform a suitable fixed (with respect to the group parameters) canonical transformation in the phase space of the system, defining new canonical variables
$Q_{i}=Q_{i}(q, p), \quad P_{j}=P_{j}(q, p) ; \quad i, j=1, \cdots, n$,
such that:
(1) $Q_{1}, \cdots, Q_{h}, P_{1}, \cdots, P_{h}$ coincide ordinately with $\mathfrak{Q}_{1}, \cdots, \mathfrak{Q}_{h}, \mathfrak{P}_{1}, \cdots, \mathfrak{P}_{h}$;
(2) a set of variables $P_{h+1}, \cdots, P_{h+l}$ coincide ordinately with $\mathfrak{I}_{1}^{\prime}, \cdots, \mathfrak{I}_{l}^{\prime}$ while, obviously, $\mathfrak{I}_{l+1}^{\prime}, \cdots$, $\mathfrak{I}_{k}^{\prime}$ have zero Poisson brackets with all the variables $Q_{i}, P_{j}$.

This result can be summarized in the following scheme which is referred to as Scheme B:

$$
\begin{array}{cccc}
\text { I } & \text { II } & \text { III } & \text { IV } \\
\hline P_{1} \equiv \mathfrak{P}_{1} \cdots P_{h} \equiv \mathfrak{P}_{h} & P_{h+1} \equiv \mathfrak{I}_{1}^{\prime} \cdots P_{h+l} \equiv \mathfrak{I}_{l}^{\prime} & & P_{h+l+1} \cdots P_{n}  \tag{10}\\
Q_{1} \equiv \mathfrak{Q}_{1} \cdots Q_{h} \equiv \mathfrak{Q}_{h} & Q_{h+1} & \cdots Q_{h+l} & \mathfrak{I}_{k}^{\prime} \\
Q_{h+1} & Q_{h+l+1} \cdots Q_{n}
\end{array}
$$

where, again, the Poisson bracket is minus one when between any two expressions shown in the same column and zero otherwise. The form that the realization $\boldsymbol{\Omega}$ assumes in terms of the variables just introduced has been called the typical form.

From the structure of Scheme B it is apparent that:
(1) the invariants appearing in the third set are numerical constants, as we already know;
(2) the generators $y_{\rho}=y_{\rho}(Q, P)$ are actually functions only of the variables of the first set and of $P_{h+1}, \cdots, P_{h+l}$;
(3) the variables of the fourth set are left unchanged along with the invariants $P_{h+1}, \cdots, P_{h+l}$ under the group transformations;
(4) the variables $Q_{h+1}, \cdots, Q_{h+l}$, under an infinitesimal transformation [see Ref. 1, Eqs. (4)], change according to the simple law

$$
\begin{array}{r}
Q_{h+u}^{\prime}=Q_{h+u}-\delta a^{r} \frac{\partial y_{r}\left(Q_{1}, \cdots, Q_{h}, P_{1}, \cdots P_{h+l}\right)}{\partial P_{h+u}} ; \\
u=1, \cdots l, \quad(11 \tag{11}
\end{array}
$$

while the most significant transformation properties are those of the variables of the first set.

The classification of the possible canonical realizations of $\mathcal{G}$ is obtained in terms of:
(1) the values of the constants $d_{\rho \sigma}$ 's (after reduction to their minimum number);
(2) the number and the actual expression of the invariants appearing in the second and in the third
set; and the values assumed by the invariants of the third set;
(3) the number of the variables of the fourth set, which will be called henceforth inessential variables.

Finally we recall that the realizations for which the second and the fourth sets are empty have been defined as transitive or irreducible. Such realizations are characterized by the property that no manifold $\mathscr{F}(q, p)=$ const there exists in the phase space, which is left invariant by the transformations of the group $\boldsymbol{\Omega}$. All other realizations have been called intransitive or nonirreducible.

In the second section of the paper we discuss the reduction (actually elimination) of the constants $d_{\rho \sigma}$ in the case of the rotation group, and the construction of Scheme A. All the nontrivial realizations are obviously faithful and no significant subcase arises. In Sec. 3 we discuss the typical form for a number of interesting examples, namely the mass point, the rotator and the rigid body with a fixed point. In Sec. 4 the irreducible canonical realizations of the rotation group are explicitly constructed. They are connected with the introduction of the spin in classical mechanics. Finally, in Sec. 5, the relations between particular canonical realizations and the transformation properties of the elementary spinor are discussed.

The complicated developments are confined in the appendixes.

The paper intends to be introductory to the discussion of the canonical realizations of the Galilei group.

## 2. GENERALITIES AND SCHEME A

The Lie algebra of the rotation group $O^{+}(3)$ is

$$
\begin{equation*}
\left[\mathcal{M}_{i}, M_{j}\right]=\epsilon_{i j k}, M_{k} ; \quad i, j, k=x, y, z \tag{12}
\end{equation*}
$$

where $\mathcal{M}_{x}, \mathcal{M}_{y}$, and $\mathcal{H}_{z}$ are the infinitesimal operators of the rotations around the $x, y, z$ axes, respectively.

Let us denote with $M_{x}, M_{y}$, and $M_{z}$ the corresponding generators of the three infinitesimal rotations in a given canonical realization. According to Eqs. (3), we have

$$
\begin{equation*}
\left\{M_{i}, M_{j}\right\}=\epsilon_{i j k} M_{k}+d_{i j} \tag{13}
\end{equation*}
$$

Taking advantage of the fact that the generators are defined up to an additive constant, we perform the substitution

$$
\begin{equation*}
M_{i} \rightarrow M_{i}+\frac{1}{2} \epsilon_{i r s} d_{r s} \tag{14}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
\left\{M_{i}, M_{j}\right\}=\epsilon_{i j k} M_{k} \tag{15}
\end{equation*}
$$

Thus, in the case of the rotation group, all the constants $d_{i j}$ can be eliminated.

Now, let us construct the variables of Scheme A. First, let us put, for instance, $\mathfrak{B} \equiv M_{z}$. Then we look for a function $\mathfrak{Q}=\mathfrak{Q}\left(M_{x}, M_{y}, M_{z}\right)$ such that

$$
\{\mathfrak{Q}, \mathfrak{P}\} \equiv \frac{\partial \mathfrak{Q}}{\partial M_{x}}\left\{M_{x}, M_{z}\right\}+\frac{\partial \mathfrak{Q}}{\partial M_{y}}\left\{M_{y}, M_{z}\right\}=1
$$

that is,

$$
\begin{equation*}
M_{x} \frac{\partial \mathbb{Q}}{\partial M_{y}}-M_{y} \frac{\partial \mathbb{Q}}{\partial M_{x}}=1 . \tag{16}
\end{equation*}
$$

The general solution of Eq. (16) is

$$
\begin{equation*}
\mathfrak{Q}=\arctan \left(M_{y} / M_{x}\right)+f\left(M_{x}^{2}+M_{y}^{2}\right) \tag{17}
\end{equation*}
$$

where $f$ is an arbitrary function of its argument. Assuming $f \equiv 0$ in Eq. (17), and observing that the expression

$$
M^{2}=M_{x}^{2}+M_{y}^{2}+M_{z}^{2}
$$

has a zero Poisson bracket with all the generators, we arrive at Scheme A:

$$
\begin{array}{ll}
\mathfrak{P}=M_{z} & \mathfrak{J}=M^{2}  \tag{18}\\
\mathfrak{Q}=\arctan \left(M_{y} / M_{x}\right) & \\
\hline
\end{array}
$$

## 3. THE TYPICAL FORM FOR SOME SIGNIFICANT EXAMPLES

At this point the first step of the general program is completed. We want now to construct, for some significant examples, the fundamental canonical transformation (9) which leads to the variables of the typical form (Scheme B). In the present section we discuss the cases of the mass point, the rotator, and the rigid body with fixed point. In treating such examples, the following philosophy is adopted: We assume the
physical system to be characterized by a set of configurational coordinates $q^{i}$ and by the expression of its kinetic energy $T=\frac{1}{2} a_{i j}(q) \dot{q}^{i} \dot{q}^{j}$. The transformation properties of the configurational coordinates $q^{\prime i}=$ $q^{i}(q, a)$ are assumed to be obviously defined by the nature of the physical system. Consequently, the transformations of the generalized velocities $\dot{q}^{i}$ are

$$
\begin{equation*}
\dot{q}^{i^{\prime}}=\left(\partial q^{i} / \partial q^{j}\right) \dot{q}^{j} \tag{19}
\end{equation*}
$$

while those of the conjugate momenta $p_{i}=\partial T / \partial \dot{q}^{i}=$ $a_{i j} \dot{q}^{j}$ are the contragradient ones

$$
\begin{equation*}
p_{i}^{\prime}=\left(\partial q^{j} / \partial q^{\prime i}\right) p_{j} \tag{20}
\end{equation*}
$$

(i) Mass point. As configurational coordinates, let us adopt the Cartesian ones, $x, y, z$. The conjugate momenta are $p_{x}=m \dot{x}, p_{y}=m \dot{y}, p_{z}=m \dot{z}$. In this case, the transformation properties of the $q_{x}, q_{y}, q_{z}$ and of the $p_{x}, p_{y}, p_{z}$ coincide separately with those of the transformation group itself. Assuming the passive point of view, the infinitesimal transformation under a rotation $\delta \omega$ around the $z$ axis can be written as:

$$
\left\{\begin{array} { l } 
{ q _ { x } ^ { \prime } = q _ { x } + \delta \omega q _ { y } }  \tag{21}\\
{ q _ { y } ^ { \prime } = q _ { y } - \delta \omega q _ { x } } \\
{ q _ { z } ^ { \prime } = q _ { z } }
\end{array} \quad \left\{\begin{array}{l}
p_{x}^{\prime}=p_{x}+\delta \omega p_{y} \\
p_{y}^{\prime}=p_{y}-\delta \omega p_{x} \\
p_{z}^{\prime}=p_{z}
\end{array}\right.\right.
$$

Then, the corresponding canonical generator $M_{z}$ is easily found to be

$$
\begin{equation*}
M_{z}=q_{x} p_{y}-q_{y} p_{x} \tag{22}
\end{equation*}
$$

Parallel expressions are deduced for $M_{x}$ and $M_{y}$. In vector notations

$$
\begin{equation*}
\mathbf{M}=\mathbf{q} \times \mathbf{p} \tag{23}
\end{equation*}
$$

Thus the generators of the rotations coincide with the angular momentum, a well-known result! (see for instance Ref. 4, Chap. IV).

In order to construct the variables of the typical form it is convenient to introduce polar coordinates. One has
$q_{x}=r \sin \theta \cos \varphi$,
$q_{y}=r \sin \theta \sin \varphi$,
$q_{z}=r \cos \theta$,
$p_{x}=\sin \theta \cos \varphi \cdot p_{r}-\frac{\sin \varphi}{r \sin \theta} p_{\varphi}+\frac{\cos \varphi \cos \theta}{r} p_{\theta}$,
$p_{y}=\sin \theta \sin \varphi \cdot p_{r}+\frac{\cos \varphi}{r \sin \theta} p_{\varphi}+\frac{\sin \varphi \cos \theta}{r} p_{\theta}$,
$p_{z}=\cos \theta \cdot p_{r}-\frac{\sin \theta}{r} p_{\theta}$.

[^94]Then it follows

$$
\begin{align*}
& M_{x}=-\sin \varphi \cdot p_{\theta}-\cos \varphi \cot \theta \cdot p_{\varphi} \\
& M_{y}=\cos \varphi \cdot p_{\theta}-\sin \varphi \cot \theta \cdot p_{\varphi}  \tag{25}\\
& M_{z}=p_{\varphi}
\end{align*}
$$

and

$$
\begin{equation*}
M^{2}=p_{\theta}^{2}+\left(1 / \sin ^{2} \theta\right) p_{\varphi}^{2} . \tag{26}
\end{equation*}
$$

Now, let us consider Scheme B. Since there are clearly variables such as $\varphi, \theta, p_{\theta}$ having nonzero Poisson bracket with $M^{2}$, we must necessarily have in Scheme B two variables $Q_{1}, P_{1}$ in the first set, two variables $Q_{2}, P_{2}$ in the second one and two variables $Q_{3}, P_{3}$ in the fourth one, while the third set is empty. Furthermore, since the variables $r$ and $p_{r}$ have zero Poisson bracket with the three generators, we can directly put $Q_{3}=r, P_{3}=p_{r}$. The variables $Q_{1} \equiv \mathbb{Q}$, $P_{1} \equiv \mathfrak{P}$ and $P_{2} \equiv \mathfrak{I}$ can be obtained in terms of $\varphi, \theta$, $p_{\varphi}, p_{\theta}$ by inserting Eqs. (25) into Eqs. (18). We are, then, left with the construction of the variable $Q_{2}$. To this aim we have to search first for a function $g\left(\varphi, \theta, p_{\varphi}, p_{\theta}\right)$ such that

$$
\begin{align*}
& \left\{Q_{1}, g\right\}=0,  \tag{27}\\
& \left\{P_{1}, g\right\}=0 .
\end{align*}
$$

The second equation gives at once $\partial g / \partial \varphi=0$ and the first explicitly becomes

$$
\begin{align*}
\left(p_{\theta}^{2} \sin ^{2} \theta+p_{\varphi}^{2} \cos ^{2} \theta\right) & \frac{\partial g}{\partial p_{\varphi}}-p_{\theta} p_{\varphi} \frac{\partial g}{\partial p_{\theta}} \\
& +p_{\varphi} \sin \theta \cos \theta \frac{\partial g}{\partial \theta}=0 . \tag{28}
\end{align*}
$$

Two possible independent solutions of Eq. (28) are

$$
\left\{\begin{array}{l}
g_{1} \equiv M^{2}=p_{\theta}^{2}+\left(1 / \sin ^{2} \theta\right) p_{\varphi}^{2} \quad \text { and }  \tag{29}\\
g_{2}=p_{\theta} \tan \theta
\end{array}\right.
$$

Every other solution has to be a function of these. Then $Q_{2}$ must be also a function of $g_{1}$ and $g_{2}$. By imposing the condition $\left\{Q_{2}, M^{2}\right\}=1$, it follows that

$$
\begin{equation*}
Q_{2}=\frac{1}{2 M} \arctan \frac{p_{\theta} \tan \theta}{M}, \quad(M=|\mathbf{M}|) \tag{30}
\end{equation*}
$$

(see Appendix A). The Scheme B for the mass point realization is completed.

The generators of the infinitesimal transformations, when expressed in terms of the variables $Q, P$, assume the form

$$
\begin{align*}
M_{x} & =\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}} \cos Q_{1}, \\
M_{y} & =\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}} \sin Q_{1},  \tag{31}\\
M_{z} & =P_{1} .
\end{align*}
$$

Then the transformations of the variables $Q_{1}, P_{1}$, $P_{2}$ for a given infinitesimal rotation $\delta \omega$ are

$$
\begin{align*}
& Q_{1}^{\prime}=Q_{1}+\delta \omega_{x} \frac{P_{1}}{\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}} \cos Q_{1} \\
& \quad+\delta \omega_{y} \frac{P_{1}}{\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}} \sin Q_{1}-\delta \omega_{z} \\
& P_{1}^{\prime}=P_{1}-\delta \omega_{x}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}} \sin Q_{1} \\
&  \tag{32}\\
& \quad+\delta \omega_{y}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}} \cos Q_{1}, \\
& Q_{2}^{\prime}=Q_{2}-\delta \omega_{x} \frac{1}{2\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}} \cos Q_{1} \\
& \\
& \quad-\delta \omega_{y} \frac{1}{2\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}} \sin Q_{1},
\end{align*}
$$

while, as we repeat once more, the variables $P_{2}, Q_{3}$, and $P_{3}$ remain unchanged.

The finite transformations can be obtained by expressing $Q_{1}, P_{1}$, and $Q_{2}$ in terms of Cartesian coordinates and conjugate momenta. Alternately, the same result can be obtained by integrating directly the system (32). In this connection, we observe that the expressions $\delta P_{1} \equiv P_{1}^{\prime}-P_{1}, \partial Q_{1} \equiv Q_{1}^{\prime}-Q_{1}, \delta Q_{2} \equiv$ $Q_{2}^{\prime}-Q_{2}$ are functions only of the variables $Q_{1}$ and $P_{1}$ (and of $P_{2}$ as a parameter), not of $Q_{2}$. Then, we stress the point that, once the system formed by the two first equations, which is a closed one, is solved, the problem of the construction of the finite expression for $Q_{2}$ is reduced to a simple quadrature (see Sec. 4 and Appendix B). This is true in general; see Ref. 1, Sec. 3. Using as parameters for the rotations the Euler angles $\alpha, \beta, \gamma$ (we adopt throughout the conventions used in Ref. 4), the result is

$$
\begin{align*}
& Q_{1}^{\prime}=\arctan \left[\cos \beta \cdot \tan \left(Q_{1}+\alpha\right)+\frac{\sin \beta \cdot P_{1}}{\cos \left(Q_{1}+\alpha\right) \cdot\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}}\right]-\gamma, \\
& P_{1}^{\prime}=\cos \beta \cdot P_{1}-\sin \beta \cdot \sin \left(Q_{1}+\alpha\right) \cdot\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}},  \tag{33}\\
& Q_{2}^{\prime}=Q_{2}-\frac{1}{2 P_{2}^{\frac{1}{2}}} \arctan \left[\frac{\tan \beta \cdot \sin Q_{1} \cdot \cos Q_{1} \cdot\left(P_{2}-P_{1}^{2}\right)-\cos Q_{1} \cdot P_{1}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}}{\tan \beta \cdot P_{1} P_{2}+\sin Q_{1} \cdot P_{2}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}}\right] .
\end{align*}
$$



Fig. 1. The geometrical meaning of the variable $Q_{2}$ for the mass point realization: $\chi=2 M Q_{2}=\arctan \left(p_{\theta} \tan \theta / M\right)$.

We return later to the problem of the integration of the first two equations (see Sec. 4).

In order to understand the geometrical meaning of the variable $Q_{2}$, let us consider a unit vector $\hat{n}$ and a quantity $\Theta$ so that $\{\Theta, \mathbf{M} \cdot \hat{n}\}=1$. Thus, for a rotation $\omega$ around the direction of $\hat{n}$ it follows $\Theta^{\prime}=$ $\Theta+\omega$. In this sense $\Theta$ can be interpreted as an angular coordinate in a plane orthogonal to $\hat{n}$. Now, from $\left\{Q_{2}, M^{2}\right\}=1$ we have also $\left\{2 M Q_{2}, M\right\}=1$; then, being $M=\mathbf{M} \cdot \mathbf{M} / M, 2 M Q_{2}$ has to stand for an angular coordinate in the plane orthogonal to $\mathbf{M}$. In fact, let us call $X$ the mass point, $O$ being the origin of the coordinate system and $\pi$ being the plane through O which is orthogonal to M. Obviously X belongs to $\pi$. One can easily see that $2 M Q_{2}$ coincides with the angle $\chi$ between $O X$ and the intersection h of $\pi$ with the half-plane from $\mathbf{M}$ which contains the positive $z$ axis (see Fig. 1). To this aim, it is sufficient to observe that the unit vector $\hat{u}$ along Oh is of the form $\hat{u}=a \hat{k}+b \mathbf{M}$, where $\hat{k}$ is the unit vector along the positive $z$ axis. Then, since $\mathbf{M} \cdot \hat{u}=0$ and normalizing, it follows that

$$
\hat{u}=\left(M^{2} \hat{k}-M_{z} \mathbf{M}\right) / M\left(M^{2}-M_{z}^{2}\right)^{\frac{1}{2}}
$$

and consequently

$$
\cos \chi=\hat{u} \cdot(\mathbf{r} / r)=\frac{M \cos \theta}{\left(M^{2}-M_{z}^{2}\right)^{\frac{1}{2}}}, \quad(\mathbf{r} \equiv \overrightarrow{\mathrm{OX}}),
$$

whence, using Eqs. (25) and (26), the relation $\chi=2 M Q_{2}$ is readily obtained.
(ii) Rotator. The configurational variables of the system may be specified by the two polar angles $\varphi, \theta$. Then the kinetic energy has the form

$$
T=\frac{1}{2} I\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\varphi}^{2}\right)
$$

and the conjugate momenta result

$$
p_{\varphi}=\frac{\partial T}{\partial \dot{\varphi}}=I \sin ^{2} \theta \dot{\varphi}, \quad p_{\theta}=\frac{\partial T}{\partial \dot{\theta}}=I \dot{\theta}
$$



Fig. 2. The geometrical meaning of the variable $Q_{2}$ for the realization corresponding to the rotator: Assuming $a=1$ it follows that $d=\sin \theta_{0}, c=\cos \theta_{0}, b=\cos \theta_{0} / \cos \chi, e=\cos \theta_{0} \tan \chi, f=$ $\left(\sin ^{2} \theta_{0}+\tan ^{2} \chi \cos ^{2} \theta_{0}\right)^{\frac{1}{2}}$. Applying the Carnot theorem to the triangle OAB: $f^{2}=a^{2}+b^{2}-2 a b \cos \theta$, it results that $\cos \chi=$ $\cos \theta / \cos \theta_{0}$. Then, since $\cos \theta_{0}=\left(M^{2}-M_{z}^{2}\right)^{\frac{1}{2}} / M$, it follows that [cf. Eq. (26)]

$$
\chi=2 M Q_{2}=\arctan \frac{\left(M^{2} \sin ^{2} \theta-\rho_{\varphi}^{2}\right)^{\frac{1}{2}}}{M \cos \theta}=\arctan \left(\rho_{\theta} \tan \theta / M\right)
$$

being $I$ the moment of inertia of the system. Such a model can be considered to be deduced from the mass point by imposing the constraint $r=$ const within the configuration space. The transformation properties of $\varphi, \theta, p_{q}$, and $p_{\theta}$ are then the same as for the homonymous variables of the previous case, so that the generators of the three rotations are given again by Eqs. (25) and (26). The expressions of $Q_{1}, P_{1}, P_{2}$, and $Q_{2}$ for the rotator are consequently the same as for the mass point, the only difference between the two cases being the missing of the variables $Q_{3}, P_{3}$ in Scheme B for the former one. The geometrical meaning of the quantity $2 M Q_{2}$ in this case is simply that of providing the angle formed by the rotator with the half-plane from the angular momentum $\mathbf{M}$ through the positive $z$ axis (see Fig. 2 and the geometrical derivation indicated there).
(iii) Rigid body with a fixed point. The configuration of the system can be now characterized by the three Euler angles $\varphi, \theta, \psi$. The kinetic energy assumes the form

$$
T=\frac{1}{2} I_{1} \bar{\Omega}_{\vec{\eta}}^{2}+\frac{1}{2} I_{2} \bar{\Omega}_{\bar{\eta}}^{2}+\frac{1}{2} I_{3} \bar{\Omega}_{\bar{z}}^{2},
$$

where the $\bar{\Omega}_{\bar{i}}$ 's $(\bar{i}=\bar{x}, \bar{y}, \bar{z})$ are the angular velocity components referred to the body system

$$
\begin{align*}
& \bar{\Omega}_{\bar{x}}=\cos \psi \dot{\theta}+\sin \theta \sin \psi \dot{\varphi}, \\
& \bar{\Omega}_{\bar{y}}=-\sin \psi \dot{\theta}+\sin \theta \cos \psi \dot{\varphi},  \tag{34}\\
& \Omega_{\bar{z}}=\dot{\psi}+\cos \theta \dot{\varphi} .
\end{align*}
$$

The conjugate momenta are

$$
\begin{align*}
p_{\varphi}= & \sin \theta \sin \psi \cos \psi \cdot\left(I_{1}-I_{2}\right) \dot{\theta}+\left(I_{1} \sin ^{2} \theta \sin ^{2} \psi\right. \\
& \left.\quad+I_{2} \sin ^{2} \theta \cos ^{2} \psi+I_{3} \cos ^{2} \theta\right) \dot{\varphi}+I_{3} \cos \theta \cdot \dot{\psi} \\
p_{\theta}= & \left(I_{1} \cos ^{2} \psi+I_{2} \sin ^{2} \psi\right) \dot{\theta} \\
& \quad+\sin \theta \sin \psi \cos \psi \cdot\left(I_{1}-I_{2}\right) \dot{\varphi} \\
p_{\psi}= & I_{3} \dot{\psi}+I_{3} \cos \theta \cdot \dot{\varphi} \tag{35}
\end{align*}
$$

The transformation properties of $\varphi, \theta, \psi$ in terms of the Euler angles $\alpha, \beta, \gamma$ corresponding to a certain rotation, are expressed by (see Appendix C)

$$
\begin{align*}
\varphi^{\prime} & =\arctan \frac{\sin (\varphi-\alpha)}{\cos \beta \cos (\varphi-\alpha)-\sin \beta \cot \theta}-\gamma \\
\theta^{\prime} & =\operatorname{arcos}[\cos \beta \cos \theta+\sin \beta \sin \theta \cos (\varphi-\alpha)] \\
\varphi^{\prime} & =\psi+\arctan \frac{\sin (\varphi-\alpha)}{\cos \theta \cos (\varphi-\alpha)-\cot \beta \sin \theta} \tag{36}
\end{align*}
$$

From these formulas, the finite transformation properties for the momenta could in principle be deduced according to Eqs. (19) and (20). We do not give them explicitly. Let us consider instead the infinitesimal transformations. In terms of the rotation angle $\delta \omega,{ }^{5}$ the transformations of the configurational variables are

$$
\begin{align*}
\varphi^{\prime} & =\varphi+\delta \omega_{x} \sin \varphi \cot \theta-\delta \omega_{y} \cos \varphi \cot \theta-\delta \omega_{z} \\
\theta^{\prime} & =\theta-\delta \omega_{x} \cos \varphi-\delta \omega_{y} \sin \varphi \\
\psi^{\prime} & =\psi-\delta \omega_{x} \frac{\sin \varphi}{\sin \theta}+\delta \omega_{y} \frac{\cos \varphi}{\sin \theta} \tag{37}
\end{align*}
$$

Consequently the momenta transform according to

$$
\begin{align*}
p_{\varphi}^{\prime}= & p_{\varphi}-\delta \theta_{x}\left(\cos \varphi \cot \theta \cdot p_{\varphi}+\sin \varphi \cdot p_{\theta}-\frac{\cos \varphi}{\sin \theta} p_{\varphi}\right) \\
& -\delta \omega_{y}\left(\sin \varphi \cot \theta \cdot p_{\varphi}-\cos \varphi \cdot p_{\theta}-\frac{\sin \varphi}{\sin \theta} p_{\psi}\right) \\
p_{\theta}^{\prime}= & p_{\theta}+\delta \omega_{x}\left(\frac{\sin \varphi}{\sin ^{2} \theta} p_{\varphi}-\frac{\sin \varphi \cos \theta}{\sin ^{2} \theta} p_{\psi}\right)  \tag{38}\\
& -\delta \omega_{y}\left(\frac{\cos \varphi}{\sin ^{2} \theta} p_{\varphi}-\frac{\cos \varphi \cos \theta}{\sin ^{2} \theta} p_{\psi}\right), \\
p_{\psi}^{\prime}= & p_{\psi} .
\end{align*}
$$

From Eqs. (38) it can be verified that the generators of the infinitesimal transformations are the angular momentum components in the space system. As a

[^95]matter of fact, they are
\[

$$
\begin{align*}
& M_{x}=\cos \varphi \cdot p_{\theta}+(\sin \varphi / \sin \theta) p_{\varphi}-\sin \varphi \cot \theta \cdot p_{\varphi}, \\
& M_{y}=\sin \varphi \cdot p_{\theta}-(\cos \varphi / \sin \theta) p_{\varphi}+\cos \varphi \cot \theta \cdot p_{\varphi} \\
& M_{z}=p_{\varphi} \tag{39}
\end{align*}
$$
\]

so that

$$
\begin{align*}
M^{2}=p_{\theta}^{2}+\left(\sin ^{2} \theta\right)^{-1}\left(p_{\varphi}^{2}\right. & \left.+p_{\psi}^{2}\right) \\
& -2\left(\cos \theta / \sin ^{2} \theta\right) p_{\varphi} p_{\psi} \tag{40}
\end{align*}
$$

The same result, however, could be simply deduced by observing that the rigid body with a fixed point could be considered to be derived from a system of $n$ mass points by introducing suitable constraints and that for this last system it can be immediately verified [cf. Case (i)] that the generators are just given by the components of the total angular momentum referred to the space system

$$
\mathbf{M}=\sum_{i=1}^{n} \mathbf{q}_{i} \times \mathbf{p}_{i}
$$

It is of interest for us to consider also the expressions of the angular momentum components referred to the body system. They are

$$
\begin{align*}
& \bar{M}_{\bar{z}}=\cos \psi \cdot p_{\theta}+(\sin \psi / \sin \theta) p_{\varphi}-\sin \psi \cot \theta \cdot p_{\psi} \\
& \bar{M}_{\bar{y}}=\sin \psi \cdot p_{\theta}-(\cos \psi / \sin \theta) p_{\varphi}+\cos \psi \cot \theta \cdot p_{\psi} \\
& \bar{M}_{z}=p_{\psi} \tag{41}
\end{align*}
$$

Let us point out that Eqs. (41) are formally identical to Eqs. (39) except for the substitutions $\varphi \longleftrightarrow \psi, p_{\varphi} \rightleftarrows p_{v}$. It can be shown furthermore that the $\bar{M}_{i}$ 's ( $\bar{i}=$ $\bar{x}, \bar{y}, \bar{z}$ ) have zero Poisson brackets with the $M_{i}$ 's and that they satisfy the same Poisson bracket relations [cf. Eqs. (15)]. It can also be easily verified that the $\bar{M}_{i}$ 's can be thought of as the generators of the infinitesimal transformations of the second parameter group of the rotation group as the $M_{i}$ 's are of the first one.

Turning our attention to Scheme B, we note that, as in Case (i), there must be two inessential variables $Q_{3}, P_{3}$. They can be constructed by referring to Scheme A [Eqs. (18)] and replacing there the $\bar{M}_{i}$ 's for the $M_{i}$ 's. Thus we put

$$
P_{3}=\bar{M}_{\bar{z}}, \quad Q_{3}=\arctan \left(\bar{M}_{\bar{y}} / \bar{M}_{i}\right)
$$

It remains to specify the variable $Q_{2}$ conjugated to $P_{2} \equiv \mathfrak{I}=M^{2}$. This variable $Q_{2}$ cannot depend on $\varphi$ and $\psi$ since it has to have a zero Poisson bracket with $P_{1}=p_{\varphi}$ and $P_{3}=p_{\varphi}$. The condition for a function $g\left(\theta, p_{\varphi}, p_{\theta}, p_{\psi}\right)$ to have zero Poisson brackets also with $Q_{1}$ and $Q_{3}$ is expressed by the following system
of differential equations:

$$
\begin{align*}
& {\left[p_{\theta}^{2}+\left(\frac{p_{\psi}}{\sin \theta}-\cot \theta \cdot p_{\varphi}\right)^{2}\right] \frac{\partial g}{\partial p_{\varphi}}} \\
& +\left[\frac{1}{\sin \theta}\left(\cot \theta \cdot p_{\psi}-\frac{p_{\varphi}}{\sin \theta}\right) p_{\theta}\right] \frac{\partial g}{\partial p_{\theta}} \\
& -\left[\frac{p_{\varphi}}{\sin \theta}-\cot \theta \cdot p_{\varphi}\right] \frac{\partial g}{\partial \theta}=0,  \tag{42}\\
& {\left[p_{0}^{2}+\left(\frac{p_{\varphi}}{\sin \theta}-\cot \theta \cdot p_{\psi}\right)^{2}\right] \frac{\partial g}{\partial p_{\psi}}} \\
& +\left[\frac{1}{\sin \theta}\left(\cot \theta \cdot p_{\varphi}-\frac{p_{\psi}}{\sin \vartheta}\right) p_{\theta}\right] \frac{\partial g}{\partial p_{\theta}} \\
& -\left[\frac{p_{\varphi}}{\sin \theta}-\cot \theta \cdot p_{\psi}\right] \frac{\partial g}{\partial \theta}=0 .
\end{align*}
$$

Two independent solutions of such a system are

$$
\begin{align*}
& \bar{g}_{1} \equiv M^{2}=p_{\theta}^{2}+\left(\sin ^{2} \theta\right)^{-1}\left(p_{\varphi}^{2}+p_{\psi}^{2}\right) \\
&-2\left(\cos \theta / \sin ^{2} \theta\right) p_{\varphi} p_{\psi} \tag{43}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{g}_{2}=\frac{M^{2} \cos \theta-p_{\varphi} p_{\psi}}{\left[\left(M^{2}-p_{\varphi}^{2}\right)\left(M^{2}-p_{\psi}^{2}\right)\right]^{\frac{1}{2}}} \tag{44}
\end{equation*}
$$

Then, as for Case (i), the variable $Q_{2}$ is easily obtained in the form

$$
\begin{equation*}
Q_{2}=\frac{1}{2 M} \arctan \frac{p_{\theta} \tan \theta}{M-\left(p_{\varphi} p_{\varphi} / M \cos \theta\right)} \tag{45}
\end{equation*}
$$

(see Appendix D). The geometrical meaning of the expression $2 M Q_{2}$ is that of providing the rotation angle of the body around the direction of the angular momentum $\mathbf{M}$, precisely the angle defined by the half-planes from $M$ through the intrinsic and through the fixed $z$ axes (see Fig. 3; a geometrical derivation is also sketched there).

The results concerning Scheme $B$ for the three examples dealt with, are summarized in Table I.

## 4. THE IRREDUCIBLE REALIZATIONS

In all the examples dealt with above, the invariar $t$ $\mathfrak{J}=M^{2}$ appears itself as a canonical variable and thus it does not have a definite value. Moreover, in the Cases (i) and (iii) there occur two inessential variables. According to the definitions given in Ref. 1, all the corresponding realizations are clearly nonirreducible (intransitive). The phase-space manifolds defined by equations of the form

$$
\mathcal{F}\left(P_{2}, Q_{3}, P_{3}\right)=\text { const or } \mathcal{F}\left(P_{2}\right)=\text { const }
$$

are in fact invariant manifolds. Actually, one can easily be convinced that none of the most intuitive


Fig. 3. The geometrical meaning of the variable $Q_{2}$ for the rigid body realization: The geometrical derivation can be obtained in the simplest way by using a procedure based on spinor calculus. By expressing a "transformed" spinor

$$
\binom{u_{1}}{u_{2}}=\binom{\cos \frac{1}{2} \theta \exp \left[-\frac{1}{2} i(\varphi+\psi)\right]}{-i \sin \frac{1}{2} \theta \exp \left[\frac{1}{2} i(\varphi-\psi)\right]}
$$

in terms of an initial spinor

$$
\binom{u_{1}^{0}}{u_{2}^{0}}=\binom{\cos \frac{1}{2} \theta_{0} \exp \left[-\frac{1}{2} i\left(\varphi_{0}+\psi_{0}\right)\right]}{-i \sin \frac{1}{2} \theta_{0} \exp \left[\frac{1}{2} i\left(\varphi_{0}-\psi_{0}\right)\right]}
$$

by means of a rotation $R=\cos \frac{1}{2} \chi+i \sigma \cdot(\mathbf{M} / M) \sin \frac{1}{2} \chi$, we arrive at

$$
\cos \chi=\frac{M^{2} \cos \theta-M_{z} \bar{M}_{z}}{\left[\left(M^{2}-M_{z}^{2}\right)\left(M^{2}-\bar{M}_{z}^{2}\right)\right]^{\frac{1}{2}}}
$$

that is,

$$
\chi=2 M Q_{2}=\arctan \frac{p_{\theta} \tan \theta}{M-\left(p_{\varphi} \rho_{\varphi} / M \cos \theta\right)}
$$

physical systems provides an example of irreducible realizations for the rotation group. On the other hand, the irreducible realizations with a definite fixed value of $\mathfrak{J}$ are nevertheless very interesting since, as we shall see in forthcoming papers, they play a relevant role in the construction of the canonical realizations of the Galilei and Poincaré groups corresponding to a free particle with spin.

Such irreducible realizations have to be constructed following an axiomatic procedure.

We introduce two canonical variables $q$ and $p$ (having a priori no simple physical meaning) and we put [cf. Eqs. (31)]

$$
\begin{align*}
& M_{x}=\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \cos q, \\
& M_{y}=\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \sin q,  \tag{46}\\
& M_{z}=p,
\end{align*}
$$

where $l^{2}$ is a positive constant. Equations (15) are clearly satisfied by these expressions. Also, it holds $\mathfrak{J} \equiv M^{2}=l^{2}$.

Table I. The variables of the typical form (Scheme B) for the realizations discussed in the present paper.
(1) Mass point

| I | $P_{1}=p_{\varphi}$ | $Q_{1}=\arctan \frac{\cos \varphi \cdot p_{\theta}-\sin \varphi \cot \theta \cdot p_{\varphi}}{-\sin \varphi \cdot p_{\theta}-\cos \varphi \cot \theta \cdot p_{\varphi}}$ |
| :--- | :--- | :--- |
| II | $P_{2}=p_{\theta}^{2}+\frac{1}{\sin ^{2} \theta} p_{\varphi}^{2}$ | $Q_{2}=\frac{1}{2 P_{\frac{1}{2}}^{2}} \arctan \frac{p_{\theta} \tan \theta}{P_{\frac{1}{2}}^{1}}$ |
| IV | $P_{3}=p_{r}$ | $Q_{3}=r$ |

(2) Rotator

| I | $P_{1}=p_{\varphi}$ | $Q_{1}=\arctan \frac{\cos \varphi \cdot p_{\theta}-\sin \varphi \cot \theta \cdot p_{\varphi}}{-\sin \varphi \cdot p_{\theta}-\cos \varphi \cot \theta \cdot p_{\varphi}}$ |
| :---: | :---: | :---: |
| II | $P_{2}=p_{\theta}^{2}+\frac{1}{\sin ^{2} \theta} p_{\varphi}^{2}$ | $Q_{2}=\frac{1}{2 P_{2}^{1}} \arctan \frac{p_{\theta} \tan \theta}{P_{2}^{2}}$ |

(3) Rigid body with fixed point ${ }^{\text {a }}$

| I | $P_{1}=p_{\varphi}$ | $Q_{1}=\arctan \frac{\sin \varphi \cdot p_{\theta}-\frac{\cos \varphi}{\sin \theta} p_{\psi}+\cos \varphi \cot \theta \cdot p_{\varphi}}{\cos \varphi \cdot p_{\theta}+\frac{\sin \varphi}{\sin \theta} p_{\psi}-\sin \varphi \cot \theta \cdot p_{\varphi}}$ |
| :---: | :---: | :---: | :---: |
| II | $P_{2}=p_{\theta}^{2}+\frac{1}{\sin ^{2} \theta}\left(p_{\varphi}^{2}+p_{\psi}^{2}\right)-\frac{2 \cot \theta}{\sin \theta} p_{\varphi} p_{\psi}$ | $Q_{2}=\frac{1}{2 P_{2}^{2}} \arctan \frac{p_{\theta} \tan \theta}{P_{2}^{\frac{1}{2}}-\frac{p_{\varphi} p_{\psi}}{P_{2}^{\frac{1}{2}}}}$ |
| IV | $P_{3}=p_{\psi}$ | $Q_{3}=\arctan \frac{\sin \psi \cdot p_{\theta}-\frac{\cos \psi}{\sin \theta} p_{\varphi}+\cos \psi \cot \theta \cdot p_{\psi}}{\cos \psi \cdot p_{\theta}+\frac{\sin \psi}{\sin \theta} p_{\varphi}-\sin \psi \cot \theta \cdot p_{\psi}}$ |

a Note that the variables of the typical form in this case can also be viewed as defining the Scheme B for a particular class of realizations (the "symmetrical" ones) of the group $O(3) \times O(3)=O(4)$.

Now, the transformations corresponding to an infinitesimal rotation are given by [cf. Eqs. (32)]

$$
\begin{align*}
& \begin{aligned}
\delta q= & \delta \omega_{x} \frac{p}{\left(l^{2}-p^{2}\right)^{\frac{1}{2}}} \cos q \\
& \quad+\delta \omega_{y} \frac{p}{\left(l^{2}-p^{2}\right)^{\frac{1}{2}}} \sin q-\delta \omega_{z},
\end{aligned} \\
& \quad \begin{array}{l}
\delta p=-\delta \omega_{x}\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \sin q+\delta \omega_{y}\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \cos q
\end{array} \tag{47}
\end{align*}
$$

The finite transformations can be constructed explicitly by integrating just the above differential relations. With this in view, we first integrate Eqs. (47) relative to rotations around the $z$ and the $x$ axes, respectively. Then we take advantage of the known property that a general rotation $R(\alpha, \beta, \gamma)$ characterized by the Euler angles $\alpha, \beta, \gamma$ can be expressed as a product of three rotations $R_{z}(\gamma) \cdot R_{x}(\beta) \cdot R_{z}(\alpha)$ of angles $\alpha, \beta, \gamma$
around the $z$, the $x$, and again the $z$ axes. The consistency of the whole procedure is guaranteed by the fact that the system is integrable owing to the Lie theorems.

For a finite rotation $\omega_{z}$ around the $z$ axis we have at once

$$
\begin{align*}
& q^{\prime}=q-\omega_{z},  \tag{48}\\
& p^{\prime}=p .
\end{align*}
$$

For a rotation around the $x$ axis, the system (47) can be written

$$
\begin{align*}
& d q / d \omega_{x}=\left[p /\left(l^{2}-p^{2}\right)^{\frac{1}{2}}\right] \cos q, \\
& d p / d \omega_{x}=-\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \sin q . \tag{49}
\end{align*}
$$

By eliminating the variable $\omega_{x}$, we get

$$
d p / d q=\left[\left(p^{2}-l^{2}\right) / p\right] \tan q
$$

Then, integrating, it follows that

$$
\begin{equation*}
\cos q=C_{1} /\left(l^{2}-p^{2}\right)^{\frac{1}{2}} \tag{50}
\end{equation*}
$$

and, by inserting this expression into Eqs. (49), we obtain the general solution with a simple quadrature

$$
\begin{align*}
& q^{\prime}=\arctan \left\{\left[\left(l^{2}-C_{1}^{2}\right)^{\frac{1}{2}} / C_{1}\right] \cos \left(\omega_{x}+C_{2}\right)\right\}, \\
& p^{\prime}=-\left(l^{2}-C_{1}^{2}\right)^{\frac{1}{2}} \sin \left(\omega_{x}+C_{2}\right), \tag{51}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are integration constants. Finally, expressing $C_{1}$ and $C_{2}$ in terms of the initial values $q$ and $p$, we have

$$
\begin{align*}
& q^{\prime}=\arctan \left\{\cos \omega_{x} \tan q\right. \\
& \left.\quad+\sin \omega_{x}\left[p / \cos q\left(l^{2}-p^{2}\right)^{\frac{1}{2}}\right]\right\},  \tag{52}\\
& p^{\prime}=\cos \omega_{x} p-\sin \omega_{x} \sin q\left(l^{2}-p^{2}\right)^{\frac{1}{2}}
\end{align*}
$$

In conclusion, the general finite transformations we were looking for are deduced from Eqs. (48) and (52):

$$
\begin{align*}
& \begin{aligned}
q^{\prime}= & \arctan [ \\
& \cos \beta \tan (q+\alpha) \\
& \left.\quad+\frac{\sin \beta \cdot p}{\cos (q+\alpha) \cdot\left(l^{2}-p^{2}\right)^{\frac{1}{2}}}\right]-\gamma
\end{aligned} \\
& p^{\prime}=\cos \beta \cdot p-\sin \beta \sin (q+\alpha) \cdot\left(l^{2}-p^{2}\right)^{\frac{1}{2}} . \tag{53}
\end{align*}
$$

As a function in the group space, $q$ is defined $\bmod (2 \pi)$. This is in agreement with the fact that, according to Eqs. (46), $q$ is an angular coordinate, actually the angular specification of the projection of $\mathbf{M}$ in the plane ( $x y$ ).

## 5. CONNECTIONS WITH SPINOR THEORY

In the preceding section, we constructed a faithful realization of the rotation group involving only two variables. Another (faithful) realization in two variables, but obviously noncanonical, can be obtained if we consider first the well-known transformation properties of the elementary spinor

$$
\Phi=\binom{\eta}{\xi}
$$

and then if we form the ratio $\zeta=\eta / \xi$ between the two components (that is, if we consider $\eta$ and $\xi$ as homogeneous coordinates in a one-dimensional complex space). We presently see how the two realizations are directly related. Actually, the infinitesimal transformation properties of the elementary spinor can be written

$$
\begin{gather*}
\eta^{\prime}=\eta+\frac{1}{2} i\left[\left(\delta \omega_{x}-i \delta \omega_{y}\right) \xi+\delta \omega_{z} \eta\right], \\
\xi^{\prime}=\xi+\frac{1}{2} i\left[\left(\delta \omega_{x}+i \delta \omega_{y}\right) \eta-\delta \omega_{z} \xi\right], \tag{54}
\end{gather*}
$$

from which it follows that

$$
\begin{equation*}
\zeta^{\prime}=\zeta+\frac{1}{2} i \delta \omega_{x}\left(1-\zeta^{2}\right)+\frac{1}{2} \delta \omega_{y}\left(1+\zeta^{2}\right)+i \delta \omega_{z} \zeta \tag{55}
\end{equation*}
$$

Now, we try to connect in a complete general way the spinor

with the vector $\mathbf{M}$ without any reference, for the moment, to a particular realization. To this aim, we identify $\mathbf{M}$ with the real vector which can be associated to any elementary spinor. ${ }^{6-8}$ We have

$$
\begin{align*}
M_{x} & =\xi \eta^{*}+\xi^{*} \eta, \\
M_{y} & =-i\left(\xi \eta^{*}-\xi^{*} \eta\right), \\
M_{z} & =\eta \eta^{*}-\xi \xi^{*}  \tag{56}\\
M & =\eta \eta^{*}+\xi \xi^{*} .
\end{align*}
$$

Then, from Eq. (18), we deduce

$$
\begin{align*}
& \mathfrak{Q}=\arg \xi-\arg \eta, \\
& \mathfrak{P}=\eta \eta^{*}-\xi \xi^{*}, \tag{57}
\end{align*}
$$

and solving for $\eta$ and $\xi$ we can write

$$
\begin{align*}
& \eta=\left[\frac{1}{2}(M+\mathfrak{P})\right]^{\frac{1}{2}} e^{-\frac{1}{2} i \Sigma+i x}, \\
& \xi=\left[\frac{1}{2}(M-\mathfrak{P})\right]^{\frac{1}{2}} e^{+\frac{1}{2} i \Sigma+i x}, \tag{58}
\end{align*}
$$

where $\alpha$ is an arbitrary function of all the variables on which the realization operates. Finally, we get

$$
\begin{equation*}
\zeta=[(M+\mathfrak{P}) /(M-\mathfrak{P})]^{\frac{1}{2}} e^{-i \underline{\Sigma}} . \tag{59}
\end{equation*}
$$

Now, from Eq. (59) it follows that

$$
\begin{gather*}
\left\{M_{x}, \zeta\right\}=\frac{1}{2} i\left(1-\zeta^{2}\right) \\
\left\{M_{y}, \zeta\right\}=\frac{1}{2}\left(1+\zeta^{2}\right), \quad\left\{M_{z}, \zeta\right\}=i \zeta \tag{60}
\end{gather*}
$$

so that, as it could be expected, the transformation properties of $\zeta$ as they are deduced from Eq. (59) agree with Eq. (55). If we consider again the irreducible realization, we find the connection we were looking for by simply setting, according to Eq. (59),

$$
\begin{equation*}
\zeta=[(l+p) /(l-p)]^{\frac{1}{2}} e^{-i q} \tag{61}
\end{equation*}
$$

or inversely,

$$
\begin{align*}
& q=-\arg \zeta \\
& p=l\left[\left(|\zeta|^{2}-1\right) /\left(|\zeta|^{2}+1\right)\right] \tag{62}
\end{align*}
$$

It can be easily proved that no function $\alpha$ of only $\mathfrak{Q}$, $\mathfrak{P}$ (and $\mathfrak{J}$ ) in Eqs. (58) can reproduce Eqs. (54), so that it is not possible in any way to connect the irreducible realizations with the transformation properties of the spinor components themselves. This is quite obvious

[^96]if one notices that of the four quantities which characterize the spinor, one is left unchanged by the rotations while the other three actually transform. This remark suggests also that the only realization of the rotation group which could be connected with the transformation properties of the elementary spinor is the realization which, in its typical form, contains a variable conjugate to the invariant $\mathfrak{I}$, that is, essentially, the canonical realization corresponding to the rotator. As a matter of fact, such a connection can be expressed by putting
\[

$$
\begin{align*}
& \eta=\left[\frac{1}{2}\left(P_{2}^{\frac{1}{2}}+P_{1}\right)\right]^{\frac{1}{2}} \exp \left(-\frac{1}{2} i Q_{1}-i P_{2}^{\frac{1}{2}} Q_{2}\right), \\
& \xi=\left[\frac{1}{2}\left(P_{2}^{\frac{1}{2}}-P_{1}\right)\right]^{\frac{1}{2}} \exp \left(+\frac{1}{2} i Q_{1}-i P_{2}^{\frac{1}{2}} Q_{2}\right) . \tag{63}
\end{align*}
$$
\]

This connection is directly related to the geometrical interpretation of the spinor if the angles $2 P_{2}^{\frac{1}{2}} Q_{2}$ (cf. Sec. 3ii), $Q_{1}$ and $\operatorname{arcos} P_{1} / P_{\frac{1}{2}}^{\frac{1}{2}}$ are identified with the angles $-\psi,-\varphi$, and $\theta$ of Ref. 8 , respectively.

Let us emphasize, finally, that the factor $\frac{1}{2}$ appearing in front of the angles $Q_{1}$ and $2 P_{2}^{\frac{1}{2}} Q_{2}$ in Eqs. (63) corresponds to the fact that the transformation properties of the spinor, unlike the canonical realization, provide a realization of the universal covering group rather than of the rotation group itself.

## APPENDIX A. INTEGRATION OF EQ. (28) and determination of the variable $Q_{2}$ FOR THE MASS POINT

The equation to be integrated is

$$
\begin{align*}
\left(p_{\theta}^{2} \sin ^{2} \theta+p_{\varphi}^{2} \cos ^{2} \theta\right) & \frac{\partial g}{\partial p_{\varphi}}-p_{\varphi} p_{\theta} \frac{\partial g}{\partial p_{\theta}} \\
& +p_{\varphi} \sin \theta \cos \theta \frac{\partial g}{\partial \theta}=0 \tag{A1}
\end{align*}
$$

It is easy to verify the obvious result that a solution of Eq. (Al) is

$$
g_{1} \equiv M^{2}=p_{\theta}^{2}+\left(1 / \sin ^{2} \theta\right) p_{\varphi}^{2} .
$$

Thus, we are interested in a particular solution independent of $g_{1}$. We search for a solution of the form

$$
\begin{equation*}
g\left(\theta, p_{\theta}\right)=U(\theta) \cdot V\left(p_{\theta}\right) \tag{A2}
\end{equation*}
$$

It follows that

$$
-p_{\theta} \frac{1}{V} \frac{d V}{d p_{\theta}}+\sin \theta \cos \theta \frac{1}{U} \frac{d U}{d \theta}=0
$$

that is,

$$
\begin{align*}
p_{\theta} \frac{1}{V} \frac{d V}{d p_{\theta}} & =k, \\
\sin \theta \cos \theta \frac{1}{U} \frac{d U}{d \theta} & =k \tag{A3}
\end{align*}
$$

Solving these equations, we find
and

$$
\begin{equation*}
V=C_{1} p_{\theta}^{k} \tag{A4}
\end{equation*}
$$

$$
\begin{aligned}
\log U & =k \int \frac{2 d \theta}{\sin 2 \theta}=-\frac{k}{2} \log \frac{1+\cos 2 \theta}{1-\cos 2 \theta}+\log C_{2} \\
& =\log \tan ^{k} \theta+\log C_{2}
\end{aligned}
$$

that is,

$$
\begin{equation*}
U=C_{2} \tan ^{k} \theta \tag{A5}
\end{equation*}
$$

( $C_{1}$ and $C_{2}$ integration constants). Finally, by choosing $C_{1}=C_{2}=k=1$, we obtain

$$
\begin{equation*}
g_{2}=p_{\theta} \tan \theta \tag{A6}
\end{equation*}
$$

Any other solution of Eq. (A1) must be a function of $g_{1}$ and $g_{2}$. Then, let us consider a function $\Psi\left(g_{1}, g_{2}\right)$ and impose $\left\{\Psi^{2}, M^{2}\right\} \equiv\left\{g_{2}, M^{2}\right\}\left(\partial \Psi / \partial g_{2}\right)=1$. Since $\left\{g_{2}, M^{2}\right\}=2 g_{2}^{2}+2 g_{1}^{2}$, we conclude

$$
\begin{equation*}
\Psi=\int \frac{d g_{2}}{2 g_{2}^{2}+2 g_{1}^{2}}=\frac{1}{2 M} \arctan \frac{p_{\theta} \tan \theta}{M}+\text { const. } \tag{A7}
\end{equation*}
$$

## APPENDIX B. THE FINITE TRANSFORMATIONS OF THE VARIABLE $Q_{2}$

Owing to what was said in Sec. 4, it is enough to consider rotations around the $x$ axis. Thus, we have

$$
\begin{equation*}
Q_{2}^{\prime}=Q_{2}-\delta \omega_{x}\left[\cos Q_{1} / 2\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}\right] . \tag{B1}
\end{equation*}
$$

From the solutions of the first two Eqs. (32) [cf. Sec. 4, Eqs. (47)-(51); cf. also Eqs. (33)], we obtain

$$
\begin{equation*}
\frac{d Q_{2}}{d \omega_{x}}=-\frac{C_{1}}{2} \frac{1}{P_{2}-\left(P_{2}-C_{1}^{2}\right) \sin ^{2}\left(\omega_{x}+C_{2}\right)} \tag{B2}
\end{equation*}
$$

( $C_{1}$ and $C_{2}$ integration constants). Finally, with a quadrature, it follows that

$$
\begin{align*}
Q_{2}^{\prime} & =Q_{2}-\frac{1}{2 P_{2}^{\frac{1}{2}}} \arctan \left[\frac{C_{1}}{P_{2}^{\frac{1}{2}}} \tan \left(\omega_{x}+C_{2}\right)\right] \\
& =Q_{2}-\frac{1}{2 P_{2}^{\frac{1}{2}}} \arctan \left[\frac{\tan \beta \sin Q_{1} \cos Q_{1} \cdot\left(P_{2}-P_{1}^{2}\right)-\cos Q_{1} \cdot P_{1}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}}{\tan \beta \cdot P_{1} P_{2}+\sin Q_{1} \cdot P_{2}\left(P_{2}-P_{1}^{2}\right)^{\frac{1}{2}}}\right] \tag{B3}
\end{align*}
$$

## APPENDIX C. THE TRANSFORMATIONS OF THE FIRST PARAMETER GROUP

The body configuration can be expressed in terms of the matrix $S_{q, 0, \psi}$ connecting the coordinates in the space system to the coordinates in the intrinsic system. The transformation properties of the Euler angles $\varphi$, $\theta, \psi$ under a rotation $S_{\alpha, \beta, \gamma}$ can be implicitly written as

$$
\begin{equation*}
S_{\varphi^{\prime}, \theta^{\prime}, \psi^{\prime}}^{-1}=S_{x, \beta, \gamma} \cdot S_{\varphi, \theta, \psi}^{-1} \tag{C1}
\end{equation*}
$$

In the spinor representation, the above relation becomes

$$
\begin{align*}
& \left(\begin{array}{ll}
e^{-\frac{1}{2} i\left(\varphi^{\prime}+\psi^{\prime}\right)} \cos \frac{1}{2} \theta^{\prime} & -i e^{-\frac{1}{2} i\left(\varphi^{\prime}-\psi^{\prime}\right)} \sin \frac{1}{2} \theta^{\prime} \\
-i e^{\frac{1}{2 i}\left(\varphi^{\prime}-\psi^{\prime}\right)} \sin \frac{1}{2} \theta^{\prime} & e^{\frac{1}{2 i}\left(\varphi^{\prime}+\psi^{\prime}\right)} \cos \frac{1}{2} \theta^{\prime}
\end{array}\right) \\
& \quad=\left(\begin{array}{cc}
e^{\frac{1}{2} i(\alpha+\gamma)} \cos \frac{1}{2} \beta & i e^{-\frac{1}{2} i(\alpha-\gamma)} \sin \frac{1}{2} \beta \\
i e^{\frac{1}{2} i(\alpha-\gamma)} \sin \frac{1}{2} \beta & e^{-\frac{1}{2} i(\alpha+\gamma)} \cos \frac{1}{2} \beta
\end{array}\right) \\
& \quad \times\left(\begin{array}{cc}
e^{-\frac{1}{2} i(\varphi+\psi)} \cos \frac{1}{2} \theta & -i e^{-\frac{1}{2} i(\varphi-\psi)} \sin \frac{1}{2} \theta \\
-i e^{\frac{1}{2} i(\varphi-\psi)} \sin \frac{1}{2} \theta & e^{\frac{1}{i} i\left(\varphi+\psi^{\prime}\right)} \cos \frac{1}{2} \theta
\end{array}\right) . \tag{C2}
\end{align*}
$$

More simply, we can characterize the configuration of the body by using directly the spinor

$$
\binom{u_{1}}{u_{2}}=\binom{e^{-\frac{1}{2} i(\varphi+\varphi)} \cos \frac{1}{2} \theta}{-i e^{\frac{1}{2} i(\varphi-\psi)} \sin \frac{1}{2} \theta}
$$

formed by the first column of the matrix $S_{\varphi, 0, v}^{-1}$. Actually

$$
\begin{align*}
\left(\begin{array}{c}
e^{-\frac{1}{2} i\left(\varphi^{\prime}+\psi^{\prime}\right)} \\
\cos \frac{1}{2} \theta^{\prime} \\
-i e^{\frac{1}{2} i\left(\varphi^{\prime}-\psi^{\prime}\right)} \sin \frac{1}{2} \theta^{\prime}
\end{array}\right) \\
=\left(\begin{array}{cc}
e^{\frac{1}{2} i(\alpha+\gamma)} \cos \frac{1}{2} \beta & i e^{-\frac{1}{2} i(\alpha-\gamma)} \sin \frac{1}{2} \beta \\
i e^{\frac{1}{2} i(\alpha-\gamma)} \sin \frac{1}{2} \beta & e^{-\frac{1}{2} i(x+\gamma)} \cos \frac{1}{2} \beta
\end{array}\right) \\
\times\binom{ e^{-\frac{1}{2} i(\varphi+\psi)} \cos \frac{1}{2} \theta}{-i e^{\frac{1}{2} i(\varphi-\psi)} \sin \frac{1}{2} \theta}, \tag{C3}
\end{align*}
$$

(cf. Ref. 8. The conventions adopted in this paper are different from ours.) Then, solving Eqs. (C3) with respect to $\varphi^{\prime}, \theta^{\prime}, \psi^{\prime}$, the relations (36) are deduced.
Alternatively, in terms of the rotation angle $\omega$ about the axis $\hat{n}$, we may write

$$
\begin{align*}
\binom{e^{-\frac{1}{2} i\left(\varphi^{\prime}+\psi^{\prime}\right)} \cos \frac{1}{2} \theta^{\prime}}{-i e^{\frac{1}{2} i\left(\varphi^{\prime}-\psi^{\prime}\right)} \sin \frac{1}{2} \theta^{\prime}}= & {\left[\operatorname { c o s } \frac { 1 } { 2 } \left(\omega+i \sigma \cdot \hat{n} \sin \frac{1}{2}(\omega]\right.\right.} \\
& \times\binom{ e^{-\frac{1}{2} i(\varphi+\varphi)} \cos \frac{1}{2} \theta}{-i e^{\frac{1}{2} i(\varphi-\varphi)} \sin \frac{1}{2} \theta}, \tag{C4}
\end{align*}
$$

from which, for instance, the infinitesimal transformations (37) can be obtained.

## APPENDIX D. INTEGRATION OF THE SYSTEM (42) AND DETERMINATION OF THE VARIABLE $Q_{2}$ FOR THE RIGID BODY

The system to be integrated is

$$
\begin{gather*}
{\left[p_{\theta}^{2}+\left(\frac{p_{\psi}}{\sin \theta}-\cot \theta \cdot p_{\varphi}\right)^{2}\right] \frac{\partial g}{\partial p_{\varphi}}} \\
+\left[\frac{p_{\theta}}{\sin \theta}\left(\cot \theta \cdot p_{\psi}-\frac{p_{\varphi}}{\sin \theta}\right)\right] \frac{\partial g}{\partial p_{\theta}} \\
-\left[\frac{p_{\psi}}{\sin \theta}-\cot \theta \cdot p_{\varphi}\right] \frac{\partial g}{\partial \theta}=0 \\
{\left[p_{\theta}^{2}+\left(\frac{p_{\varphi}}{\sin \theta}-\cot \theta \cdot p_{\psi}\right)^{2}\right] \frac{\partial g}{\partial p_{\psi}}} \\
+\left[\frac{p_{\theta}}{\sin \theta}\left(\cot \theta \cdot p_{\varphi}-\frac{p_{\psi}}{\sin \theta}\right)\right] \frac{\partial g}{\partial p_{\theta}} \\
\quad-\left[\frac{p_{\varphi}}{\sin \theta}-\cot \theta \cdot p_{\psi}\right] \frac{\partial g}{\partial \theta}=0 . \tag{D1}
\end{gather*}
$$

A solution is obviously provided by $\bar{g}_{1} \equiv M^{2}$ [cf. Eq. (43)]. We have to look for a second solution $\bar{g}_{2}$ independent of $\bar{g}_{1}$. Using as independent variables $M^{2}$, $p_{\varphi}, p_{\psi}$ and $\xi \equiv g_{2}=p_{\theta} \tan \theta$, it follows that

$$
\begin{align*}
& \left\{Q_{1}, g\right\} \equiv \frac{\partial g}{\partial p_{\varphi}}-\frac{\xi p_{\psi}}{\left(M^{2}-p_{\varphi}^{2}\right) \cos \theta} \frac{g}{\partial \xi}=0  \tag{D2}\\
& \left\{Q_{3}, g\right\} \equiv \frac{\partial g}{\partial p_{\varphi}}-\frac{\xi p_{\varphi}}{\left(M^{2}-p_{\psi}^{2}\right) \cos \theta} \frac{\partial g}{\partial \xi}=0
\end{align*}
$$

where $\cos \theta$ still has to be re-expressed in terms of $M^{2}, p_{\varphi}, p_{\varphi}, \xi$. Multiplying by $p_{\varphi}$ and $p_{\psi}$, respectively, and subtracting, we get

$$
\begin{equation*}
\frac{\partial g}{\partial p_{\varphi}}=\frac{p_{\varphi}\left(M^{2}-p_{\psi}^{2}\right)}{p_{\varphi}\left(M^{2}-p_{\varphi}^{2}\right)} \frac{\partial g}{\partial p_{\psi}} . \tag{D3}
\end{equation*}
$$

To solve Eq. (D3) we use the method of the characteristics (see for instance Ref. 9). We can write

$$
\begin{equation*}
d p_{\psi} / d p_{\varphi}=-p_{\psi}\left(M^{2}-p_{\psi}^{2}\right) / p_{\varphi}\left(M^{2}-p_{\varphi}^{2}\right), \tag{D4}
\end{equation*}
$$

from which

$$
\begin{equation*}
\log \frac{p_{\psi}^{2}}{M^{2}-p_{\psi}^{2}}=-\log \frac{p_{\varphi}^{2}}{M^{2}-p_{\varphi}^{2}}+\log \Omega . \tag{D5}
\end{equation*}
$$

The integration constant

$$
\begin{equation*}
\Omega=\left[p_{\psi}^{2} /\left(M^{2}-p_{\psi}^{2}\right)\right] \cdot\left[p_{\varphi}^{2} /\left(M^{2}-p_{\varphi}^{2}\right)\right] \tag{D6}
\end{equation*}
$$

[^97]is a solution of Eq. (D3). The same is true for a function of $\Omega, M^{2}, \xi$. Now, using such a kind of function, for instance in the first of the Eqs. (D2), we obtain
\[

$$
\begin{equation*}
\Omega \frac{\partial g}{\partial \Omega}-\frac{\xi}{2 M^{2}} \frac{p_{\varphi} p_{\psi}}{\cos \theta} \frac{\partial g}{\partial \xi}=0 \tag{D7}
\end{equation*}
$$

\]

and observing that, owing to Eq. (40), $\cos \theta$ is expressed in terms of the independent variables in the form
$\cos _{\theta}=\frac{p_{\varphi} p_{\psi}}{\xi^{2}+M^{2}}\left\{1 \pm\left[1+\left(1+\frac{\xi^{2}}{M^{2}}\right)\left(\frac{1}{\Omega}-1\right)\right]^{\frac{1}{2}}\right\}$,
we get
$\Omega \frac{\partial g}{\partial \Omega}-\frac{\xi\left(\xi^{2}+M^{2}\right)}{2 M^{2}}$
$\times \frac{1}{1 \pm\left\{1+\left[1+\left(\xi^{2} / M^{2}\right)\right][(1 / \Omega)-1]\right\}^{\frac{1}{2}}} \frac{\partial g}{\partial \xi}=0$.
Finally, performing the following change of independent variables

$$
\begin{gathered}
(1 / \Omega)-1=t \\
\pm\left\{1+\left[1+\left(\xi^{2} / M^{2}\right)\right][(1 / \Omega)-1]\right\}^{\frac{1}{2}}=z+1
\end{gathered}
$$

(D10)
we arrive at the form

$$
\begin{equation*}
2 t(t+1)(\partial g / \partial t)+z(z+t+2)(\partial g / \partial z)=0 \tag{D11}
\end{equation*}
$$

Then, if we apply again the method used above, we obtain the equation

$$
\begin{equation*}
\frac{d z}{d t}=\frac{1}{2 t(t+1)} z^{2}+\frac{t+2}{2 t(t+1)} z \tag{D12}
\end{equation*}
$$

which is of a Bernoulli type. Standard methods give now the solution

$$
\begin{equation*}
z=t /\left[1+C(t+1)^{\frac{1}{2}}\right] \tag{D13}
\end{equation*}
$$

where $C$ is the constant of integration. Again, the expression

$$
\begin{equation*}
C=\left[1 /(t+1)^{\frac{1}{2}}\right][(t / z)-1] \tag{D14}
\end{equation*}
$$

is a solution of Eq. (D11) and, consequently, of the system (D2). Thus, going back to the original variables we obtain the solution

$$
\begin{equation*}
\bar{g}_{2}\left(M^{2}, \theta, p_{\varphi}, p_{\psi}\right)=\frac{M^{2} \cos \theta-p_{\varphi} p_{\psi}}{\left[\left(M^{2}-p_{\varphi}^{2}\right)\left(M^{2}-p_{\psi}^{2}\right)\right]^{\frac{1}{2}}} . \tag{D15}
\end{equation*}
$$

Finally, since $\left\{\bar{g}_{2}, M^{2}\right\}=-2 M\left(1-\bar{g}_{2}^{2}\right)^{\frac{1}{2}}$ we have

$$
\begin{equation*}
\left\{(2 M)^{-1} \operatorname{arcos} \bar{g}_{2}, M^{2}\right\}=1 \tag{D16}
\end{equation*}
$$

and we can conclude
$Q_{2}=\frac{1}{2 M} \operatorname{arcos} \bar{g}_{2}=\frac{1}{2 M} \arctan \frac{p_{\theta} \tan \theta}{M-\left(p_{\varphi} p_{\psi} / M \cos \theta\right)}$.
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#### Abstract

In this paper and in the following, we study, in potential scattering, the existence and meaning of the solutions of the $N / D$ equations in the equivalent formulation $f / f$. For $S$ waves, considering only regular discontinuity $\mu \Delta(x)$, such that the resulting integral equation is of the Fredholm type, we study the corresponding Fredholm determinant $\mathfrak{j}(\mu)$. We remark that Marchenko formalism gives exactly the same resulting equation and then we have the possibility to interpret in terms of local potentials. We show the connection between the $n$th trace of the kernel of the resulting integral equation and the $n$th term of the potential reconstructed from the discontinuity. The connection between dispersion relation and the corresponding potential reconstructed from the discontinuity is given by the relation $$
\mathfrak{D}(\mu)=\exp -\frac{1}{2} \int_{0}^{\infty} \int_{r}^{\infty} V(t, \mu) d t d r .
$$

In the present paper we limit our study to $|\mu|$ less than the smallest modulus root of $\mathcal{1}(\mu)$ where a perturbation expansion of the solution exists and we show that $V(r, \mu)$ is regular at $r=0$. On the other hand, for Yukawa-type potentials where the inverse Laplace transform is $\lambda C(\alpha)$ the Fredholm determinant is $\exp \left(-\int_{m}^{\infty} \lambda C(\alpha) / \alpha^{2} d x\right)$ and cannot vanish such that the corresponding solutions of the resulting integral equation exist always.


## I. INTRODUCTION

IN dispersion theoretic calculation, during the recent years, the $N / D$ equations ${ }^{1}$ have been extensively used as dynamical equations for stronginteraction physics. In order to understand more carefully the meaning of the approach, many works have been made in potential scattering, ${ }^{2,3}$ mainly by using the discontinuity given by the Born amplitude. In this paper we are interested for "regular interactions" in the alternative approach $f \mid f$, where $f$ is the Jost function. ${ }^{4,5}$ Although this can seem at first sight strange, it appears that physicists in general have not been interested, even in the simplified version given by potential scattering, in the problem of the existence and uniqueness of these solutions. In fact the resulting integral equation of these $f / f$ (or $N / D$ ) equations has a kernel proportional to the whole discontinuity $\Delta(x)$ of the $S$ matrix. Our aim is the following: we consider, as usual, the discontinuity $\Delta$ as input in the resulting integral equation; from the corresponding solutions,

[^98]we can reconstruct the Jost function, the $S$ matrix, the physical states, and physical quantities. We study the possibility of such a reconstruction and try to understand the reason of possible breakdown appearing in this way. For "regular interaction" we assume
$$
\int_{m / 2}^{\infty}\left|\frac{\Delta(x)}{x}\right| d x<\infty
$$
and that the resulting integral equation is of the Fredholm type and in order to investigate the existence and uniqueness of the solution we have to seek the roots of the Fredholm determinant corresponding to the kernel $\Delta(y) /(x+y)$.

At this stage we emphasize that we can adopt two entirely different points of view.

First, in order to keep the character of linear operator for the resulting integral equation, we put formally the discontinuity equal to $\mu \Delta(x)$ ( $\mu$ is a parameter). Then we have still a "regular interaction." In this case the corresponding potential $V(r, \mu)$ is not linear in $\mu$ and does not depend in a trivial manner on the parameter $\mu$;

$$
V(r, \mu)=\sum_{n=1}^{\infty} \mu^{n} V_{n}(r),
$$

where $V_{n}(r)$ is determined by $\Delta(x)$.
Second, we can consider that the discontinuity is $\Delta(x, \lambda)$, where $\Delta$ is a complicated function of $\lambda$, nonlinear in $\lambda$. In this case $\lambda$ is the parameter such that

$$
\Delta(x, \lambda)=\sum_{n=1}^{\infty} \lambda^{n} \Delta_{n}(x),
$$

where $\Delta_{n}(x)$ is the discontinuity coming from the $n$th Born approximation. In this case $\lambda$ is a linear parameter for the potential $\lambda V(r)$ and $\Delta_{n}(x)$ is determined from $V(r)$. We know from Martin ${ }^{4}$ results that for Yukawa type of potentials $\Delta(x, \lambda) / x$ is integrable when $x \rightarrow \infty$; then for these interactions our above conditions for "regular interactions" are satisfied.

In the first case the resulting integral equation is linear in $\mu$, in the second case, the Schrödinger equation is linear in $\lambda$. We emphasize that the families of interactions we can obtain when $\lambda$ or $\mu$ goes from $-\infty$ to $+\infty$ are different.

When we adopt the first point of view we have to investigate the roots of the Fredholm determinant $\mathscr{D}(\mu)$. De Alfaro and Regge ${ }^{6}$ have given a sufficient condition

$$
\int_{m / 2}^{\infty}\left|\frac{\mu \Delta(x)}{x}\right| d x<2 \log 2
$$

such that $\mathscr{D}(\mu)$ cannot vanish. But this result does not recover the whole Yukawa-type family of potentials such that even if it has been proved that the Yukawatype family leads to this resulting integral equation, it has not yet been proved inversely starting from this resulting integral equation (although this is plausibly true) the existence and uniqueness of the solutions corresponding to the whole Yukawa family. From the mathematical point of view, the resulting integral equation has a polar nondegenerate kernel and we know that in general there exists an infinity of singular values $\mu_{ \pm j}$ such that $\mathscr{D}\left(\mu_{ \pm j}\right)=0\left(\mu_{j}>0, \mu_{-j}<0\right)$.

But $\mathscr{D}(\mu)$ is an entire function of $\mu$ with coefficients depending in a nontrivial manner on $\Delta(x)$; then it does not appear very easy to find the localization as well as the meaning of these $\mu_{ \pm i}$. Because at first sight the mathematical point of view does not seem to be of great help, perhaps in order to have some insight, it will be better to try to understand more carefully what we seek physically. In fact what we have to solve is nothing else but the Jost function for families of potentials nonlinear in the coupling parameter and we know that for "honest" regular interactions (like the Yukawa-type family) there exists for each value of the coupling constant $\lambda$ of the potential, a unique solution. We can formulate the problem in another way. It is very usual to invoke some physical requirements in order to understand singularities and breakdown in a theory (bound, states, resonances, spins). From this point of view it seems difficult in the case of physically acceptable, regular interaction, to attribute

[^99]some physical meaning to the nonexistence of the Jost function for some special $\mu$ values. Then we can perhaps make the conjecture that although the mathematical requirements are such that there exists an infinity of singular $\mu_{ \pm j}$ values, the physical conditions are such that we never attain these values for physically acceptable regular interactions like those of the Yukawa-type family. It is the aim of this paper and of the following to verify that these physical requirements are satisfied mathematically. In fact from Martin's work ${ }^{4}$ and the De Alfaro and Regge condition, ${ }^{5}$ we see that $|\mu|$ small enough will include at least a part of the Yukawa-type family. But we have the feeling that we can go outside this interval given by the De Alfaro and Regge condition; perhaps up to the first positive and the first negative singular values $\mu_{ \pm 1}$ [smallest modulus $>0$ or $<0$ root of $\mathscr{D}(\mu)$ ], where we have also the desire to find Yukawa-type interactions or some generalization of Yukawa-type interactions.

For $\mu$ equal or outside these values where physical insight cannot help us, we feel that we will find interactions violating strongly some conditions of the Yukawa family or physically nonacceptable states like ghosts. (We do not consider CDD poles in these papers.)

The answer to all these conjectures will be given by the powerful Marchenko ${ }^{6}$ inversion formalism. Note that our problem is similar to an inverse scattering problem. We give as scattering data the discontinuity which is our input and try to interpret the corresponding interactions in terms of potentials. In order to avoid ambiguities, first we adopt the point of view that the physical states or bound states are given by the interaction; second we do not consider the problem of Bargman phase-equivalent potentials. We must add that Marchenko equations have been established with the restrictions of the existence of the moments for the potentials but we do not retain these conditions for the following reason: We remark that Marchenko formalism gives exactly the same equations as the resulting integral equation coming from $f / f$. Then the problem of the existence and meaning of the solutions in the two formalisms are the same if we give the same input $\mu \Delta(x)$, but we have the advantage in Marchenko formalism of having a direct interpretation in terms of potentials and consequently in terms of boundstate wavefunctions. Our fundamental result from Marchenko formalism is

$$
V(\mu, r)=-2 \frac{d}{d r} K(r, r) ; \quad K(r, r)=\frac{(d / d r) D(\mu, r)}{\mathscr{D}(\mu, r)}
$$

where $\mathscr{D}(\mu, r)$ is the Fredholm denominator of the Jost solution and $\mathfrak{D}(\mu, 0)=\mathscr{D}(\mu)$.

We get

$$
\begin{aligned}
& \mathfrak{D}(\mu)=\exp \left(-\frac{1}{2} \int_{0}^{\infty} \int_{r}^{\infty} V(\mu, t) d t d t\right) \\
& \mathfrak{D}(\mu)=\exp \left(-\int_{m / 2}^{\infty} \frac{C(2 x, \mu)}{(2 x)^{2}} d x\right)
\end{aligned}
$$

or

$$
\mathfrak{D}(\mu)=\exp \left(-\int_{m / 2}^{\infty} \frac{B(x, \mu)}{2 x} d x\right)
$$

where $C$ is the inverse Laplace transform of the potential and $B$ the discontinuity coming from the first Born approximation.

If we adopt the second point of view where the discontinuity is $\Delta(x, \lambda)$ (see above), then our fundamental result means that the Fredholm determinant of the resulting integral equation is

$$
\exp \left(-\int_{m}^{\infty} \lambda \frac{C(\alpha)}{2 \alpha^{2}} d \alpha\right)
$$

showing for instance that a Fredholm solution exists always for Yukawa-type potentials.

We find that the general expression of the potential reconstructed from the discontinuity $\mu \Delta(x)$ is

$$
\begin{aligned}
V(\mu, r) & =2 \sum_{n=1}^{\infty} \frac{\mu^{n}}{n} \int_{m / 2}^{\infty} d x_{1} \cdots \int_{m / 2}^{\infty} d x_{n} \\
& \times \frac{\left(\prod_{i=1}^{n} \Delta\left(x_{i}\right) e^{-2 r x_{i}}\right)\left(\sum_{j=1}^{n} 2 x_{j}\right)^{2}}{\left(x_{1}+x_{2}\right)\left(x_{2}+x_{3}\right) \cdots\left(x_{n-1}+x_{n}\right)\left(x_{n}+x_{1}\right)}
\end{aligned}
$$

We have also shown the connection between the $n$th trace $A_{n}$ of the resulting integral equation and the $n$th term of the inverse Laplace transform of the potential, reconstructed from the discontinuity following Martin's method ${ }^{4}$ : We get

$$
\frac{A_{n}}{n}=\int_{m}^{\infty} \frac{C_{n}(\alpha)}{2 \alpha^{2}} d \alpha
$$

Then for $|\mu|$ less than the smallest modulus root of $\mathfrak{D}(\mu)$, both the series

$$
\sum \mu^{n} \frac{A_{n}}{n} \quad \text { and } \quad \sum \mu^{n} \int_{m}^{\infty} \frac{C_{n}(\alpha)}{2 \alpha^{2}} d \alpha
$$

are convergent and we show that the corresponding $V(\mu, r)$ is "regular" at the origin. In the following paper the study of $|\mu|$ outside this smallest modulus root will be made.

## II. $f / f$ EQUATIONS AND THE RESULTING INTEGRAL EQUATION

We want to study the existence and meaning of the solutions of the so-called $N / D$ equations in potential scattering for "regular interactions." Here we limit ourselves to $S$ waves. As is well known, another equivalent approach is the $f / f$ formalism,
where $f(k)$ is the Jost function such that $f(-k)=D\left(k^{2}\right)$. For simplicity we consider the second approach because in this case we have only to investigate one resulting integral equation. We recall briefly the results ${ }^{4}$ of this approach.

We assume that the potential is of the Yukawa type ${ }^{7}$

$$
\begin{equation*}
V(r)=\int_{m}^{\infty} e^{-\alpha r} C(\alpha) d \alpha \tag{1a}
\end{equation*}
$$

$V(r)$ is holomorphic for

$$
\begin{gather*}
\operatorname{Re} r>0  \tag{lb}\\
\int_{m}^{\infty}\left|\frac{C(\alpha)}{\alpha^{2}}\right| d \alpha<\infty \tag{1c}
\end{gather*}
$$

Equation (la) means that $V(r)$ is a Laplace transform, mainly there exists a half-plane $\operatorname{Re} r>c$ where $V(r)$ is holomorphic; Eq. (lb) means that $c \leq 0$ and avoids, for instance, poles for $V(r)$ in $\operatorname{Re} r>0$; and Eq. (1c) means mainly that $V$ is "regular" near the origin (less singular than $r^{-\eta}, \eta<2$ ).

We consider the Jost solution

$$
f(k, r) \underset{r \rightarrow 0}{\simeq} e^{-i k r}
$$

of the Schrödinger equation and we define as usual the Jost function

$$
f(k)=\lim _{r \rightarrow 0} f(k, r)
$$

For the family of equations (1), studying the analytical properties of $f(k)$, shows that $f(k)$ is analytic in the $k$ complex plane, with a cut beginning at $\frac{1}{2} \mathrm{im}$ along the positive imaginary $k$ axis. Furthermore, outside the cut,

$$
|f(k)-1| \xrightarrow[|k| \rightarrow \infty]{ } 0
$$

sufficiently rapidly such that the following spectral representation can be obtained ${ }^{4}$ :

$$
f(k)=1-i \int_{m / 2}^{\infty} \frac{R(y)}{k-i y} d y
$$

where we have used the property $f^{*}\left(-k^{*}\right)=f(k)$ and where $R(y)$ is real. Using this representation for the $S$ matrix, $S(k)=f(k) / f(-k)$; then $R(y)$ can be obtained from the discontinuity of the $S$ matrix along the cut $\left[\frac{1}{2} i m, i \infty\right]$. We find $R(y)=\Delta(y) f(-i y)$, where $\Delta$ is minus the discontinuity of $S$. (For simplicity, we have changed the sign of the discontinuity throughout this paper.) Then we get the following integral representation for the Jost function

$$
\begin{equation*}
f(k)=1-i \int_{m / 2}^{\infty} \frac{f(-i x) \Delta(x) d x}{k-i x} \tag{2}
\end{equation*}
$$

$2 i \pi \Delta(x)=-[S(i x+\epsilon)-S(i x-\epsilon)], \quad x>\frac{1}{2} m$,

[^100]and the problem is reduced ${ }^{4}$ to solving the resulting integral equation
\[

$$
\begin{align*}
& F(x)=1+\int_{m / 2}^{\infty} \frac{F(y) \Delta(y) d y}{x+y}  \tag{4}\\
& F(x)=f(-i x)
\end{align*}
$$
\]

which because of Eq. (1c), $\Delta(y) / y$ is integrable ${ }^{4}$ when $y$ goes to $\infty$ and (4) is of the Fredholm type for the family of equation (1).

In fact the existence of solutions of Eq. (4) has been proved by De Alfaro and Regge ${ }^{5}$ only for

$$
\begin{equation*}
\int_{m / 2}^{\infty}\left|\frac{\Delta(x)}{x}\right| d x<2 \log 2 \tag{5}
\end{equation*}
$$

We note that this sufficient condition (5) does not recover all of the family of equations (1). For instance if $C(\alpha)$ is $<0$, then ${ }^{4} \Delta$ is $<0$ and Eq. (5) can be violated, but in this case the Fredholm determinant of Eq. (4) is always different of zero and we always have a solution.

So is the way going from potential scattering to dispersion relations in this formulation $f / f$. We are interested in this paper and in the following in the inverse problem. Our starting point is the integral equation (4) where we write formally the discontinuity as $\mu \Delta(x)$ ( $\mu$ is a parameter, see the Introduction).

Then

$$
\begin{equation*}
F(x)=1+\mu \int_{m / 2}^{\infty} \frac{\Delta(y) F(y)}{x+y} d y \tag{6}
\end{equation*}
$$

We assume a 'regular interaction" for $\Delta(x)$ real such that

$$
\int_{m / 2}^{\infty}\left|\frac{\Delta(x)}{x}\right| d x<\infty
$$

and

$$
\begin{equation*}
\int_{m / 2}^{\infty} \int_{m / 2}^{\infty}\left(\frac{\Delta(y)}{x+y}\right)^{2} d x d y<\infty \tag{7}
\end{equation*}
$$

Then (6) is of the Fredholm type.
We seek the existence of solutions of (6) with the conditions (7) and will try to interpret ${ }^{9}$ in terms of local potentials of the type (1a). Then we have the following dilemma:

On the one hand at least for the family of equations (1) we know that $F(x)=f(-i x),(x>0)$ being the Jost function exists always for "honest interactions" and can be constructed for instance from Volterratype integral equations of the Schrödinger equation corresponding to Jost solutions. On the other hand from the mathematical point of view Eqs. (6) and (7)

[^101]are Fredholm integral equations with polar ${ }^{10}$ nondegenerate kernel and we know that there exist in general singular values $\mu_{ \pm j}$ such that the Fredholm determinant $\mathfrak{D}(\mu)$ of (6) vanishes: $\mathfrak{D}\left(\mu_{ \pm j}\right)=0$. For instance, for the previously considered case $C<0$, $\Delta<0$, (6) can be reduced to a Hilbert-Schmidt symmetric real kernel with an infinite number of singular real values $\mu_{-j}<0$. Then, in order to reconcile this apparent contradiction, we have the feeling that even if we can show for family (1) that $\mathscr{D}(\mu)$ never vanishes, in the inverse problem we certainly find (at least in order to explain these singular values $\mu_{ \pm j}$ ) other potentials for which Eqs. (1b) or (1c) or both will be rejected. In other words, if from Eqs. (1), Eq. (4) was obtained, then certainly from (6) and (7) more than Eqs. (1) will be obtained.

In fact our aim will be the study of the Fredholm determinant denominator of (6) in one of the two equivalent forms

$$
\begin{align*}
& \mathscr{D}(\mu)=\sum_{n=0}^{\infty} \frac{(-\mu)^{n}}{n!} \\
& \times \int_{m / 2}^{\infty} d x_{1} \cdots \int_{m / 2}^{\infty} d x_{n} \Delta\left(x_{1}\right) \cdots \Delta\left(x_{n}\right) P_{n}\left(x_{1}, \cdots x_{n}\right) \\
& P_{n}\left(x_{1}, \cdots x_{n}\right)=\left|\begin{array}{cccc}
\frac{1}{2 x_{1}} & \frac{1}{x_{1}+x_{2}} & \cdots & \frac{1}{x_{1}+x_{n}} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\frac{1}{x_{1}+x_{n}} & & \cdots & \frac{1}{2 x_{n}}
\end{array}\right| \text {, } \\
& \mathrm{D}(\mu)=\exp \left[-\left(\sum_{1}^{\infty} \mu^{n} \frac{A_{n}}{n}\right)\right]  \tag{8a}\\
& A_{1}=\int_{m / 2}^{\infty} d x_{1} \frac{\Delta\left(x_{1}\right)}{2 x_{1}} ; \\
& A_{n}=\int_{m / 2}^{\infty} d x_{1} \cdots \int_{m / 2}^{\infty} d x_{n}  \tag{8b}\\
& \times \frac{\Delta\left(x_{1}\right) \cdots \Delta\left(x_{n}\right)}{\left(x_{1}+x_{2}\right)\left(x_{2}+x_{3}\right) \cdots\left(x_{n}+x_{1}\right)},
\end{align*}
$$

where $A_{n}$ are the traces of the kernel of (6). If we remember our above discussion, in order to take into account the fact that the solution certainly exists always, for instance, for Yukawa type of potentials, we have the feeling that $\mathscr{D}(\mu)$ for $l=0$, as well as for $l \neq 0$ must make explicit condition (1c). The main result of this paper is to show that for $l=0, D(\mu)$ can in fact

[^102]be reduced in a very simple closed form:
\[

$$
\begin{align*}
D(\mu) & =\exp \left(-\int_{m / 2}^{\infty} \frac{C(2 x, \mu) d x}{(2 x)^{2}}\right) \\
& =\exp \left(-\int_{m / 2}^{\infty} \frac{B(x, \mu)}{2 x}\right) d x \tag{9}
\end{align*}
$$
\]

where $C(\alpha, \mu)$ is the inverse Laplace transform of the potential reconstructed from the discontinuity $\mu \Delta(x)$ and $B(x, \mu)=C(2 x, \mu) / 2 x$ is the part of the discontinuity coming from the first Born approximation. The most powerful and straightforward tool for the study of the solutions of Eqs. (6) and (7) or for the study of $\mathscr{T}(\mu)$ is certainly the Marchenko ${ }^{6}$ formalism as will be emphasized in the following. But we are interested in this paper in order to make explicit the connection between different formalisms so that we think it is also useful to show the connection between the existence of solutions of Eqs. (6) and (7) and the inverse problem of the determination of $C(\alpha, \mu)$ from $\mu \Delta(x)$ as given by the Martin relation. ${ }^{4}$

## III. CONNECTION BETWEEN MARTIN'S INVERSION PROCEDURE AND $\mathbb{D}(\mu)$

Martin ${ }^{4}$ has given for Yukawa type of potentials the relation between $C(2 x, \mu)$ [or $B(x, \mu)]$ and $\mu \Delta(x)$. We recall ${ }^{4}$ that for (1) the Jost solutions can be written as a Laplace transform

$$
f(k, r)=e^{-i k r}\left[1+\int_{m}^{\infty} e^{-\alpha r} \rho_{k}(\alpha) d \alpha\right] \underset{r \rightarrow \infty}{\simeq} e^{-i k r}
$$

and $\rho_{k}(\alpha)$ satisfies a Volterra integral equation. Always for family (1) if we define $2(y-x) \rho_{i x}(2 y)=$ $\tau(x, y),(y<x)$, then Martin has shown that

$$
\lim _{y \rightarrow x} \tau(x, y)=\mu \Delta(x)
$$

and the relations giving the possibility of reconstructing the potential from the knowledge of the discontinuity are

$$
\begin{align*}
& B(\mu, x)= \mu \Delta(x)-\frac{1}{x} \int_{m / 2}^{x-m / 2} B(\mu, x-y) \tau(x, y) d y, \\
& \tau(x, y)= B(\mu, y) \\
&+\frac{1}{y} \int_{m / 2}^{y-m / 2} B(\mu, y-z) \tau(x, z) \frac{y-z}{z-x} d z, \\
& z<y<x . \tag{10}
\end{align*}
$$

From (10) it is easy to see that we can put

$$
B(\mu, x)=\sum_{n-1}^{\infty} \mu^{n} B_{n}(x) \theta\left(x-\frac{1}{2} n m\right) .
$$

In order to obtain (9), it is equivalent to show that

$$
\begin{equation*}
\frac{1}{2} \int_{m n}^{\infty} \frac{C_{n}(\alpha)}{\alpha^{2}} d \alpha=\int_{n m / 2}^{\infty} \frac{B_{n}(x)}{2 x} d x=\frac{A_{n}}{n}, \tag{11}
\end{equation*}
$$

where $C_{n}$ is the $n$th term for the potential $B_{n}(x)=$
$C_{n}(2 x) / 2 x . \tau(x, y)$ can also be written as

$$
\tau(x, y)=\sum_{n=1}^{\infty} \mu^{n} \tau_{n}(x, y) \vartheta\left(y-\frac{1}{2} n m\right)
$$

Then, from (10), if we substitute these expansions we get two relations $B_{n}=H_{1}\left(B_{1}, \cdots B_{n-1}, \tau_{1} \cdots \tau_{n-1}\right)$ and $\tau_{n}=H_{2}\left(B_{1}, \cdots B_{n}, \tau_{1}, \cdots \tau_{n-1}\right)$ such that if we know $B_{1}, \cdots B_{n-1}, \tau_{1}, \cdots \tau_{n-1}$, we can obtain $B_{n}$ and $\tau_{n}$ as function of $\Delta$. In this manner we get

$$
\begin{align*}
B_{1} & =\tau_{1}=\Delta \\
B_{2}(x) & =\frac{1}{x} \int_{m / 2}^{x-m / 2} \Delta(x-y) \Delta(y) d y \\
B_{3}(x) & =\int_{m}^{x-m / 2} d y \int_{m / 2}^{y-m / 2} d z \frac{\Delta(x-y) \Delta(y-z) \Delta(z)}{x y} \\
& \times \frac{y+z-2 x}{z-x} \tag{12}
\end{align*}
$$

From $B_{1}, B_{2}, B_{3}$ it is easy to verify (11) for $1,2,3$. (See for instance Appendix A for $B_{3}$.) Unfortunately it is difficult from (10) to find for any $n$ the explicit form of $B_{n}(x)$. However in the following section from Marchenko formalism we demonstrate the relation (9) such that in fact (11) is true for any $n$. [See the expression of $\mathfrak{D}(\mu)$ given by ( 8 b ).] Then the connection between Martin's relation and the Fredholm integral equation (6) given by dispersion relations becomes clear. When we reconstruct the potential $C(\alpha, \mu)$ from the one-to-one Martin's correspondence between $C(\alpha, \mu)$ and $\mu \Delta(x)$ then

$$
C(\alpha, \mu)=\sum \mu^{n} C_{n}(\alpha) \theta(\alpha-n m)
$$

and the $n$th iterative $C_{n}(\alpha)$ is such that

$$
\int_{m n}^{\infty} \frac{C_{n}(\alpha)}{2 \alpha^{2}} d \alpha
$$

equals the $n$th trace of the kernel $\Delta(y) /(x+y)$. The circle of convergence in the $\mu$ plane of

$$
\sum \mu^{n} \int_{n m}^{\infty} \frac{C_{n}(\alpha)}{2 \alpha^{2}} d \alpha
$$

is determined by the smallest modulus root of $D(\mu)=0$. It will be shown in the following paper that these roots correspond to the reconstructed potentials becoming repulsive and singular as $r^{-2}$ near the origin or

$$
C(\alpha, \mu) \underset{\alpha \rightarrow \infty}{\simeq} \text { const } \alpha .
$$

## IV. EQUIVALENCE BETWEEN MARCHENKO FORMALISM AND DISPERSION RELATION IN THE $f / f$ FORMULATION

In potential scattering we can consider two different formalisms in order to obtain the Jost function. The first one is derived from Green's functions formalisms where we get integral equations with kernels proportional to the potentials. In this manner we get for the Jost solution a Volterra integral equation directly in
coordinate space or by using Laplace transform. In these cases for $S$ wave and regular potentials the Fredholm determinant is 1 .

If we remember our discussion in the Introduction, this corresponds to the second point of view: the case where the parameter is in fact the coupling constant $\lambda$ of the potential $\lambda V(r)$ and where the integral equations are linear in $\lambda$. The second approach comes from dispersion relations and we get the resulting integral equation of the Fredholm type (4) or (6) with kernel proportional to the discontinuity. If we try to identify term by term the two formalisms, in principle we have only to replace the potential by its series coming from the discontinuity or the discontinuity by its series coming from the potential. [In Eq. (10) in one case we put the discontinuity as $\mu \Delta(x)$ and $B$ or $C$ as $B(x, \mu)$ or $C(\alpha, \mu)$; in the other case we put the discontinuity as $\Delta(x, \lambda)$ and $B$ or $C$ as $\lambda B(x)$ or $\lambda C(\alpha)$.] But in practice we have the same difficulty as in the preceding section-we can make the identification easily only for the first terms for both formulations. This type of technical difficulty is well known when we try to identify term by term two formulations, one given by dispersion relation and the other by the usual perturbation theory. But there exists another powerful formalism connecting at the same timescattering data (discontinuity), potentials, and Jost function. This formalism: Marchenko ${ }^{6}$ formalism uses a function of two variables $K(r, y)$, where $K(r, r)$ is linked to the primitive of the potential and $K(0, y)$ is the inverse Laplace of our Jost function $F(x)-1$. The uniqueness of the inversion procedure is satisfied ${ }^{6}$ if the potential is assumed to satisfy the usual conditions of moments finite. Furthermore $K(r, y)$ can be obtained from an integral equation where the kernel is the scattering data (proportional to the discontinuity). Then, we can, in Marchenko formalism, use the same linear parameter $\mu$ as for the resulting integral equation of $f / f$. Then it will not be very surprising if we can identify the two formalisms.

## A. Marchenko Equations

We recall the Marchenko equations ${ }^{6}$

$$
\begin{align*}
& K(r, y)=\mathscr{F}(r+y)+\int_{r}^{\infty} K(r, t) \mathcal{F}(t+y) d t  \tag{13a}\\
& F(x, r)=f(-i x, r)=e^{-x r}+\int_{r}^{\infty} K(r, y) e^{-x y} d y \\
& F(x, 0)=F(x),  \tag{13b}\\
& V(r)=-2 \frac{d}{d r}(K(r, r))  \tag{13c}\\
&-\mathscr{F}(t)=\sum_{j=1}^{p} M_{j}^{2} e^{-\left|x_{j}\right| t}+\frac{1}{2 \pi} \int_{-\infty}^{+\infty}[1-S(k)] e^{i k t} d k, \tag{13d}
\end{align*}
$$

where $M_{j}^{2}$ are the normalization constants corresponding to the negative eigenvalues $-\left|x_{j}\right|^{2}$. We want to transform the scattering data (13d) in order to introduce the discontinuity.

For Yukawa-type family (1) we can rotate the integration path in the upper-half $k$ plane ( $\operatorname{Im} k>0$ ) for the integral in (13d). Because for (1) the contribution along the half great circle $(|k| \rightarrow \infty, \operatorname{Im} k>0)$ is 0 then only the cut remains along the imaginary axis and the poles of the $S$ matrix are also along the imaginary axis. The residues of these poles cancel the first part of the right-hand side of (13d) and we get

$$
\mathscr{F}(t)=\int_{m / 2}^{\infty} e^{-t u} \mu \Delta(u) d u
$$

Substituting (13d') and (13a) in (13b), we find for the Jost solution $F(x, r)$ :

$$
\begin{equation*}
F(x, r)=e^{-x r}+\mu \int_{m / 2}^{\infty} \frac{\Delta(y) e^{-r(x+y)}}{x+y} F(y, r) d y . \tag{14}
\end{equation*}
$$

We see that for $r=0$ the Jost function $F(x, 0)=F(x)$ satisfies exactly the same integral equation (6) as given by dispersion relation.

Because of the equivalence between the two formalisms, we adopt the same point of view as in the preceding sections. We consider formally Eqs. (13) with the only restriction that the potential is local [in fact we shall obtain a larger family than (1)] and assume only the regularity condition (7) for the discontinuity such that (13a) and (14) are of the Fredholm type. We still seek to interpret the solutions of (6) with the help of (13) and (14). Note that we do not assume the conditions of moments finite for the potentials such that now the determinant of (13a) and (14) can vanish.
We remark that the Fredholm determinant of (14) is

$$
\begin{align*}
\mathscr{D}(\mu, r) & =1+\sum_{n=1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n} \\
\times & \left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) P_{n}\left(u_{1}, \cdots u_{i}, \cdots u_{n}\right),  \tag{15a}\\
\mathfrak{D}(\mu, r) & =\exp \left(-\sum_{n=1}^{\infty} \mu^{n} \frac{A_{n}}{n}(r)\right), \\
A_{1}(r)= & \int_{m / 2}^{\infty} e^{-2 r u_{1}} \frac{\Delta\left(u_{1}\right) d u_{1}}{2 u_{1}}, \\
A_{n}(r)= & \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}  \tag{15b}\\
& \quad \times \frac{\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}}{\left(u_{1}+u_{2}\right)\left(u_{2}+u_{3}\right) \cdots\left(u_{n}+u_{1}\right)}
\end{align*}
$$

such that for $r=0$ we have $\mathfrak{D}(\mu, 0)=\mathfrak{D}(\mu)$.

In this paper and in the following we want to find general features for the solutions $K(r, r), F(x, r)$, $F(x, 0), F(0, r)$ of Eqs. (13), (14), and (6) when the condition (7) is assumed for the discontinuity.

## B. An Example: The Discontinuity Replaced by a Simple Pole

As illustration we consider first the simple case $\mu \Delta=\mu \delta(x-b)$ "As has been known for some time" ${ }^{11}$ the Jost-Bargman potential ${ }^{12}$ leads to this type of discontinuity. From Eqs. (13) and (14) we get in this case

$$
\begin{gathered}
K(r, r)=\frac{\mu e^{-2 b r}}{1-(\mu / 2 b) e^{-2 b r}} \\
F(x, r)=e^{-x r}\left[1+\left(\frac{\mu e^{-2 b r}}{1-(\mu / 2 b) e^{-2 b r}}\right) \frac{1}{b+x}\right]
\end{gathered}
$$

We remark:
(a) The Fredholm determinants of (14) and (13a) are the same.
(b) $K(r, r)$ is written as a ratio where the numerator is the derivative of the denominator, this denominator being $\mathfrak{D}(\mu, r)=1-(\mu / 2 b) e^{-2 b r}$.
(c)

$$
V(\mu, r)=8 b^{2} \sum n\left(\frac{\mu}{2 b}\right)^{n} e^{-2 n b r}
$$

and

$$
B_{n}(x)=\frac{C_{n}(2 x)}{2 x}=\frac{4 b^{2} n}{x} \delta(2 x-2 b n) .
$$

We can then verify

$$
A_{n}(r) / n=e^{-2 b r n}(2 b)^{-n}=\int_{m / 2}^{\infty} e^{-2 x r} \frac{B_{n}(x)}{2 x} d x
$$

for any $n$ and $r \geq 0$. [For $r=0$ this is relation (11) of the previous section.] We have also

$$
V(\mu, r)=2 \sum\left(\mu^{n} / n\right) d^{2} A_{n}(r) / d r^{2}
$$

(d) $\mu=2 b$ is the root of $D(\mu)=0$. For $|\mu|<2 b$, then $\mathfrak{D}(\mu, r)$ cannot vanish; $V(\mu, r)$ is a regular potential without poles for $r \geq 0 ; F(x, r)$ has no poles for $r \geq 0$; the series of the traces $\sum \mu^{n} A_{n}(r) / n$ as well as the series

$$
\frac{1}{2} \sum_{n} \mu^{n} \int_{m}^{\infty} \frac{C_{n}(\alpha)}{\alpha^{2}} e^{-\alpha r}
$$

converge for $r \geq 0$.
(e) For $\mu=2 b, V(\mu, r)$ becomes singular and repulsive like $r^{-2}$ at $r=0$. For $\mu>2 b, V$ has a pole of the second order in $r>0$ and the corresponding "bound state" is a ghost with a pole in $r>0$ for the ghost-wave solution.

For $\mu \leq-2 b$ we never encounter other roots of

[^103]$\mathscr{D}(\mu)$ and $\mathscr{D}(\mu, r), V$ has no poles for $r$ on the real axis $(\operatorname{Re} r \geq 0)$, the bound state is a true bound state.

We remark also that $F(0, r)$ can be written $\mathscr{D}(-\mu, r) / \mathfrak{D}(\mu, r)$ showing the connection between roots of $\mathscr{D}( \pm \mu, r),(r \geq 0)$ and poles or roots of $F(0, r)(r \geq 0)$-therefore, the connection between ghosts and bound states.
C. General Case: Fundamental Relation between $V(\mu, r)$ and $\operatorname{D}(\mu)$
Now we come back to the general case: First with the bound given by De Alfaro and Regge ${ }^{5}$

$$
\left|P_{n}\left(u_{i}\right)\right|<\prod_{n=1}^{n} \frac{1}{2 u_{i}}
$$

we get from (15a)

$$
\begin{gather*}
|\mathfrak{D}(\mu, r)|<e^{A(\mu, \operatorname{Re} r)} \\
|D(\mu, r)-1|<e^{A(\mu, \operatorname{Re} r)}-1 \leq e^{A(\mu, 0)}-1  \tag{16}\\
A(\mu, \operatorname{Re} r)=\int_{m / 2}^{\infty} \frac{|\mu \Delta(u)|}{2 u} e^{-2 \operatorname{Re} r u} d u
\end{gather*}
$$

where $\operatorname{Re} r \geq 0$.
(a) It is shown in Appendix $B$ that in the general case the Fredholm determinant $D(\mu, r)$ of (13a) and (14) are the same.
(b) It is shown in Appendix $B$ that in the general case we have from (13a):

$$
\begin{equation*}
K(r, r)=\left(\frac{d}{d r} \mathfrak{D}(\mu, r)\right) / \mathscr{D}(\mu, r) ; \quad \mathscr{D}(\mu, 0)=\mathscr{D}(\mu) \tag{17}
\end{equation*}
$$

From our fundamental relation (17) we get

$$
\begin{align*}
& \exp \left(-\frac{1}{2} \int_{r}^{\infty} d x \int_{x}^{\infty} V(\mu, t) d t\right)=\mathscr{D}(\mu, r)  \tag{18a}\\
& \exp \left(-\frac{1}{2} \int_{0}^{\infty} d x \int_{x}^{\infty} V(\mu, t) d t\right)=\mathscr{D}(\mu) \tag{18b}
\end{align*}
$$

where we have used the fact that, following the bound (16),

$$
|\mathfrak{D}(\mu, r)| \underset{r \rightarrow \infty}{\rightarrow} 1
$$

Because of (17), $K(r, r)$ for $r>0$ can have poles at most of the first order [ $\mathfrak{D}(\mu, r)$ is analytic in $\operatorname{Re} r>0$ ], in these cases the integral in (18b) is taken as a Cauchy principal value. If the pole corresponds to an end-point singularity $r \neq 0$ in (18a) or $r=0$ in (18b), then the corresponding $\mathfrak{D}(\mu, r)$ or $\mathfrak{D}(\mu)$ are equal to zero. The different cases $\mathscr{D}(\mu, r)=0$ or $\neq 0(r \geq 0)$ are discussed here and in the following paper. If we write $V(\mu, r)$ as a Laplace transform, then

$$
\begin{align*}
& \frac{1}{2} \int_{m}^{\infty} e^{-\alpha r} \frac{C(\alpha, \mu)}{\alpha^{2}} d \alpha \\
& \quad=-\log \mathfrak{D}(\mu, r)=\sum_{n=1}^{\infty} \mu^{n} \frac{A_{n}(r)}{n} r \geq 0 \tag{19}
\end{align*}
$$

For $r=0$ this is the relation (9).
(c) The relations (18a) and (15b) give us the possibility of writing $V(\mu, r)$ as a series in $\mu$ where the coefficients depend on $\Delta(x)$. Because of our fundamental relation (17), then $V=2\left[\left(\mathfrak{D}^{\prime}\right)^{2}-\mathfrak{D}^{\prime \prime}\right] / \mathfrak{D}^{2}$. For $r=r_{0}>0$ fixed, these expansions will have circles of convergence given by the smallest modulus root of $\mathfrak{D}\left(\mu, r_{0}\right)$,

$$
\begin{equation*}
V(\mu, r)=2 \sum_{n=1}^{\infty} \frac{\mu^{n}}{n} \frac{d^{2} A n(r)}{d r^{2}}, \quad r>0 \tag{20}
\end{equation*}
$$

where $A_{n}(r)$ is given by (15b). [We give the explicit form of (20) in the introduction.]

If we consider the $n$th term of the inverse Laplace transform $C(\alpha, \mu)=\sum \mu_{n} C_{n}(\alpha)$, we get from Eq. (19)

$$
\begin{equation*}
\frac{1}{2} \int_{m}^{\infty} e^{-\alpha r} \frac{C_{n}(\alpha)}{\alpha^{2}} d \alpha=\frac{A_{n}(r)}{n}, \quad r \geq 0 \tag{21}
\end{equation*}
$$

For $r=0$ this is the relation (11) of the above section.
When we take the inverse Laplace transform of (21) we can get different equivalent expressions depending upon whether we use $A_{n}(r)$ or $A_{n}^{\prime}(r)$ or $A_{n}^{\prime \prime}(r)$. For instance with $A_{n}^{\prime}(r)$ we get

$$
\begin{align*}
& \frac{C_{n}(2 x)}{2 x}=B_{n}(x) \\
& \quad=\int_{(n-1) m / 2}^{x-m / 2} d u_{1} \int_{(n-2) m / 2}^{u_{1}-m / 2} d u_{2} \cdots \int_{m / 2}^{u_{n-2}-m / 2} d u_{n-1} \\
& \times \frac{\Delta\left(x-u_{1}\right) \Delta\left(u_{1}-u_{2}\right) \cdots \Delta\left(u_{n-2}-u_{n-1}\right) \Delta\left(u_{n-1}\right)}{\left(x-u_{2}\right)\left(u_{1}-u_{3}\right)\left(u_{2}-u_{4}\right) \cdots\left(u_{n-3}-u_{n-2}\right) u_{n-2}} \tag{22}
\end{align*}
$$

Note that because of the ranges of integration, the denominator in (22) cannot vanish.

First we observe from (22) that $C_{n}(2 x)=0$ if $2 x<n m$; second, (22) is the solution for any $n$ of the equations (10) where we were unable to find directly the general term $B_{n}[\ln$ Appendix $A$ it is shown for instance that (22) for $n=3$ gives the same result as $B_{3}$ given by (12).] Third, from the explicit determination of the $n$th term $C_{n}(\alpha)$ given by (22) it is easy to verify the property previously given by Martin ${ }^{4}$ : if $\Delta(x)$ is known up to $x=x_{\text {max }}$, then $C(\alpha, \mu)$ is known up to $\alpha=2 x_{\text {max }}$ and the reverse is also true.
(d) First for $|\mu|$ sufficiently small, the De Alfaro and Regge condition can be satisfied if $A(\mu, 0)<\log 2$. In this case we see from the bounds (16) that both $\mathfrak{D}(\mu, r)(r>0)$ and $\mathfrak{D}(\mu, 0)$ cannot vanish. $V(r, \mu)$ has no poles for $r \geq 0$ and the corresponding solutions $F(x, r)(r \geq 0)$ of (14) and (6) are unique and exist always.

Second, these results are probably true for larger $|\mu|$ values. We assume that $\Delta(x)$ has only a finite number of changes of signs. We call $\mu_{+j}$ and $\mu_{-j}$ the positive and negative roots of $\mathfrak{D}(\mu)$ and ( $\mu_{j}<\mu_{j+1}$
$\left.\left|\mu_{-j}\right|<\left|\mu_{-(j+1)}\right|\right)$. We consider

$$
|\mu|<\inf \left(\mu_{1},\left|\mu_{-1}\right|\right) .
$$

In this case, the series of the traces [of (6) or (14) for $r=0] \sum \mu^{n}\left(A_{n} / n\right)(r=0)$ converge following (19) because the circle of convergence is determined by the first smallest modulus root of $\mathfrak{D}(\mu)=0$. In this case because of (19), as long as $C(2 x, \mu)$ exists for $|\mu|<$ $|\mu|_{C}$,

$$
\left|\int_{m / 2}^{\infty} \frac{C(2 x, \mu)}{x^{2}} d x\right|<\infty
$$

and the potential is "regular" at the origin. [This follows also from the fact that the solution

$$
F(x, r) \underset{r \rightarrow 0}{\rightarrow} \text { const }
$$

when $\mathfrak{D}(\mu) \neq 0$.] But because $C(\alpha, \mu) / \alpha^{2}$ is integrable then $e^{-\alpha r} C(\alpha, \mu) / \alpha^{2}$ is also integrable for $r>0$ and

$$
\left|\int_{m}^{\infty} e^{-\alpha r} \frac{C(\alpha, \mu)}{\alpha^{2}} d \alpha\right|<\infty .
$$

It follows from (19) also that $\mathfrak{D}(\mu, r)$ cannot vanish in the same range $|\mu|<|\mu|_{C}$ and the series of the traces (19) for $r>0$ of the integral equation (19) converge also. Furthermore in the same $|\mu|$ range, $V(r, \mu)$ has no poles for $r>0$ and the expansion (20) of the potential converges. In conclusion this range is characterized by

$$
\left|\int_{m}^{\infty} e^{-\alpha r} \frac{C(\alpha, \mu)}{\alpha^{2}}\right|<\infty, \quad r \geq 0
$$

(e) The cases $|\mu|$ larger than $\inf \left(\mu_{1},\left|\mu_{-1}\right|\right)$ will be studied in the following paper ${ }^{13}$ for the solution of (14) and (6) as well as the interpretation in terms of $V(\mu, r)$ and the connection between bound states and ghost. We will find in general that the roots $\mu_{ \pm j}$ correspond to $V(\mu, r)$ becoming repulsive and singular like $r^{-2}$ at the origin. We shall also find a larger domain in $\mu$ (not $|\mu|$ ) where the solutions $F(x, r)$ ( $r \geq 0$ ) exist in the Fredholm form with acceptable physical meaning.

## D. Case Where $\mu \Delta(x)=\Delta(x, \lambda)$

In this section we have assumed that the discontinuity is $\mu \Delta(x)$ with $\mu$ as a linear parameter. But, as we have said in the introduction, we can adopt another point of view where the discontinuity is $\Delta(x, \lambda)$ given by the Born series $\sum \lambda^{\rho} \Delta_{\rho}(x)$, and $\lambda$ is the coupling parameter [for instance, for family (1)] of the potential. In this case we write

$$
\mathscr{F}(t)=-\int_{m / 2}^{\infty} e^{-t u} \Delta(u, \lambda) d u
$$

[^104]and we still obtain the integral equation (14) or our fundamental relation (17), where $\mu \Delta$ is replaced by $\Delta(x, \lambda)$. In this case the Fredholm denominator of (14) and (6) is
$$
\exp \left(-\frac{1}{2} \int_{m}^{\infty} \hat{\lambda} e^{-\alpha r} \frac{C(\alpha)}{\alpha^{2}} d \alpha\right), \quad r \geq 0
$$

This shows for instance [note that

$$
\left|\int_{m}^{\infty} \lambda \frac{C(\alpha)}{\alpha^{2}} d \alpha\right|<\infty
$$

is slightly weaker than (1c)] that for Yukawa-type potentials (1) the solution of the resulting integral equation written in the Fredholm type exists for any values of the coupling constant $\lambda$. We want to emphasize that with this point of view, the potential or the first Born discontinuity is the input and contrary to the other case we have not of course to study the properties of the reconstructed potential.

## V. CONCLUSION

In this paper we have shown that the resulting integral equation of the $f / f$ equation can also be obtained from Marchenko formalism. This fact gives the possibility to seek for the existence of the solutions and to interpret their meaning for "regular discontinuities."

First if the whole discontinuity is linear with respect to the parameter $\mu$, then for $|\mu|<\inf \left(\mu_{1},\left|\mu_{-1}\right|\right)$ the solutions exist always and $V(\mu, r)$ is regular at $r=0$. The case $|\mu|>\inf \left(\mu_{1},\left|\mu_{-1}\right|\right)$ will be discussed in a following paper. ${ }^{13}$

Secondly, if we consider the discontinuity as given by the Born series $\sum \lambda^{\rho} \Delta_{\rho}(x)$ with $\lambda$ coupling constant
of a regular potential (like Yukawa type) or coupling constant of the corresponding first Born term, then the solution of the resulting integral equation exists always.
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## APPENDIX A

We want to verify

$$
\int_{3 m / 2}^{\infty} \frac{B_{3}(x)}{2 x}=\frac{1}{2} A_{3}
$$

where $B_{3}$ is given by (12). This can be made directly but we want also to verify the equality of $B_{3}$ given by (12) and (22). In (12) we put $V=x-z, W=x-y$ and after we put $V=y, W=z$ such that we get

$$
\begin{aligned}
B_{3}(x)=\int_{m}^{x-m / 2} & \Delta(x-y) \\
& \times \int_{m / 2}^{y-m / 2} \frac{\Delta(y-z) \Delta(z)(y+z)}{x y(x-z)} d z d y
\end{aligned}
$$

Now we add to this result $B_{3}$ given by (12) and we get

$$
\begin{aligned}
B_{3}(x) & =\frac{C_{3}(2 x)}{2 x} \\
& =\int_{m}^{x-m / 2} \Delta(x-y) \int_{m / 2}^{y-m / 2} \frac{\Delta(y-z) \Delta(z) d z d y}{y(x-z)}
\end{aligned}
$$

This is the result obtained from Marchenko formalism
(22). Now we put $x=x_{1}+x_{2}+x_{3}, y=x_{2}+x_{3}$, $z=x_{3}$ and we get

$$
\int_{3 m / 2}^{\infty} \frac{B_{3}(x)}{2 x} d x=\int_{m / 2}^{\infty} \int_{m / 2}^{\infty} \int_{m / 2}^{\infty} \frac{\Delta\left(x_{1}\right) \Delta\left(x_{2}\right) \Delta\left(x_{3}\right) d x_{1} d x_{2} d x_{3}}{2\left(x_{1}+x_{2}\right)\left(x_{2}+x_{3}\right)\left(x_{1}+x_{2}+x_{3}\right)}
$$

and

$$
0=\int_{3 m / 2}^{\infty} \frac{B_{3}(x)}{2 x} d x-\frac{A_{3}}{3}=\frac{1}{6} \int_{m / 2}^{\infty} d x_{3} \int_{m / 2}^{\infty} d x_{2} \int_{m / 2}^{\infty} d x_{1} \frac{\Delta\left(x_{1}\right) \Delta\left(x_{2}\right) \Delta\left(x_{3}\right)\left[3 x_{1}+3 x_{3}-2 x_{1}-2 x_{2}-2 x_{3}\right]}{\left(x_{1}+x_{2}+x_{3}\right)\left(x_{1}+x_{2}\right)\left(x_{2}+x_{3}\right)\left(x_{3}+x_{1}\right)} .
$$

APPENDIX B: DETERMINATION OF $K(r, r)$
We study the Fredholm solution $K(r, y)$ for $y=r$ of (13a) with the scattering data given by (13d'). We put $\mathscr{F}(t)=\mu G(t)$.

We want to show that the solution $K(r, y=r)$ of

$$
\begin{equation*}
K(r, y)=\mu G(r+y)+\mu \int_{r}^{\infty} K(r, t) G(y+t) d t \tag{B1}
\end{equation*}
$$

with

$$
G(y+t)=\int_{m / 2}^{\infty} e^{-(y+t) u} \Delta(u) d u
$$

can be written

$$
K(r, r)=\left(\frac{d}{d r} \mathfrak{D}(\mu, r)\right) / \mathfrak{D}(\mu, r)
$$

where $\mathscr{D}(\mu, r)$ is given by (15a).

1. The Fredholm determinant of (B1) and (14) are the same. The Fredholm determinant $\bar{D}(\mu, r)$ of (B1) is

$$
\begin{gathered}
\bar{D}(\mu, r)=1+\sum_{n=1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{r}^{\infty} d r_{1} \cdots \int_{r}^{\infty} d t_{n}\left|\begin{array}{cccc}
G\left(2 t_{1}\right) & G\left(t_{1}+t_{2}\right) & \cdots & G\left(t_{1}+t_{n}\right) \\
G\left(t_{2}+t_{1}\right) & & & \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
G\left(t_{n}+t_{1}\right) & & \cdots & G\left(2 t_{n}\right)
\end{array}\right| \\
\bar{D}(\mu, r)=1+\sum_{n=1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{r}^{\infty} d t_{1} \cdots \int_{r}^{\infty} d t_{n} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n} Q_{n}\left(t_{i}, u_{i}\right)\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right)\right),
\end{gathered}
$$

where

$$
Q_{n}=\left|\begin{array}{lll}
e^{-2 t_{1} u_{1}} & e^{-\left(t_{1}+t_{2}\right) u_{1}} & \cdots
\end{array} e^{-\left(t_{1}+t_{n}\right) u_{1}}\right| \begin{array}{llll}
e^{-\left(t_{1}+t_{2}\right) u_{2}} & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot & \cdots \\
e^{-\left(t_{1}+t_{n}\right) u_{n}} & & \cdots & e^{-2 t_{n} u_{n}}
\end{array}\left|=\left|\begin{array}{lll}
e^{-2 t_{1} u_{1}} & e^{-t_{2}\left(u_{1}+u_{2}\right)} & \cdots \\
e^{-t_{1}\left(u_{1}+u_{2}\right)} & e^{-2 t_{n}\left(u_{1}+u_{n}\right)} \\
\cdot & \cdot & \cdots \\
\cdot & \cdot & \\
\cdot & \cdot & \cdots \\
e^{-t_{1}\left(u_{1}+u_{n}\right)} & & \cdots \\
e^{-2 t_{n} u_{n}}
\end{array}\right| .\right.
$$

Then

$$
\overline{\mathfrak{D}}(\mu, r)=1+\sum_{n=1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right)\right)\left|\begin{array}{cccc}
\frac{e^{-2 r u_{1}}}{2 u_{1}} & \frac{e^{-r\left(u_{1}+u_{2}\right)}}{u_{1}+u_{2}} & \cdots & \frac{e^{-r\left(u_{1}+u_{n}\right)}}{u_{1}+u_{n}}  \tag{B2}\\
\frac{e^{-r\left(u_{1}+u_{2}\right)}}{u_{1}+u_{2}} & \cdots & \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\frac{e^{-r\left(u_{1}+u_{n}\right)}}{u_{1}+u_{n}} & \cdots & \frac{e^{-2 r u_{n}}}{2 u_{n}}
\end{array}\right|
$$

or

$$
\begin{equation*}
\overline{\mathscr{D}}(\mu, r)=1+\sum_{n=1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n} P_{n}\left(u_{1}, \cdots u_{n}\right)\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right), \tag{B3}
\end{equation*}
$$

where $P_{n}$ is given by (8a). The result (B3) shows that $\overline{\mathfrak{D}}(\mu, r)=\mathfrak{D}(\mu, r)$ and that for $r=0, \overline{\mathfrak{D}}(\mu, 0)=$ $\mathscr{D}(\mu, 0)=\mathbb{D}(\mu)$ as given by ( 8 a ).

From (B2) we can write (d/dr) $\operatorname{D}(\mu, r)$ as

$$
\mathfrak{D}^{\prime}(\mu, r)=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n!} \mu^{n} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right)\left(\sum_{k=1}^{n} E_{k}\left(u_{1}, \cdots u_{n}\right)\right) .
$$

$E_{k}$ is the determinant $P_{n}$ where the $k$ th row is replaced by $1 \cdots 1 \cdots 1$ :

$$
E_{k}=\left|\begin{array}{cccc}
\frac{1}{2 u_{1}} & \frac{1}{u_{1}+u_{2}} & \cdots & \frac{1}{u_{1}+u_{n}} \\
\frac{1}{u_{1}+u_{k-1}} & \cdot & \cdots & \cdot \\
1 & \cdot & \cdots & \cdot \\
\frac{1}{1} & & \cdots & 1 \\
u_{1}+u_{k+1} & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right| .
$$

We want to show that for any $k$

$$
H_{k}=\int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) E_{k}
$$

are equal-for instance, $H_{k}=H_{1}$. We remark that $u_{k}$ appears only in the $k$ th column.
For this in $E_{k}$ we exchange the first and the $k$ th row and after that, the first and $k$ th column. Then $u_{1}$ appears only in the $k$ th row and in the $k$ th column,

$$
E_{k}=\left|\begin{array}{cccccc}
1 & 1 & \cdots & 1 & \cdots & 1 \\
\frac{1}{u_{2}+u_{k}} & \frac{1}{2 u_{2}} & \cdots & \frac{1}{u_{2}+u_{1}} & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot & & \cdot \\
\cdot & \cdot & \cdots & \cdot & & \cdot \\
\frac{1}{u_{k-1}+u_{k}} & & \cdots & \frac{1}{u_{k-1}+u_{1}} & \cdots & \cdot \\
\frac{1}{u_{1}+u_{k}} & \frac{1}{u_{1}+u_{2}} & \cdots & \frac{1}{2 u_{1}} & \cdots & \frac{1}{u_{1}+u_{n}} \\
\frac{1}{u_{n}+u_{k}} & & \cdots & \frac{1}{u_{n}+u_{1}} & \cdots & \frac{1}{2 u_{n}}
\end{array}\right|
$$

$u_{k}$ appears only in the first column. Because the factor $\Pi_{i} \Delta\left(u_{i}\right) e^{-2 r u_{i}}$ is symmetric with respect to all the variables $u_{i}$ and does not change if we put $u_{i}=u_{k}$ and $u_{k}=u_{1}$, then by this change $E_{k}=E_{1}$ and $H_{k}=H_{1}$.

Finally,

$$
\begin{align*}
& \frac{d}{d r}(\mathcal{D}(\mu, r))=\Sigma(-1)^{n+1} \frac{\mu^{n}}{(n-1)!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) E_{1}\left(u_{1}, \cdots u_{n}\right), \\
& E_{1}=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\frac{1}{u_{1}+u_{2}} & \frac{1}{2 u_{2}} & \cdots & \frac{1}{u_{2}+u_{n}} \\
\cdot & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right| . \tag{B4}
\end{align*}
$$

2. The Fredholm solution of (B1) can be written

$$
K(r, y)=\mu G(r+y)+\frac{\mu^{2} \int_{r}^{\infty} N_{r}(y, t) G(r+t) d t}{\mathscr{D}(\mu, r)}
$$

where $N_{r}(y, t)$ is the Fredholm numerator determinant of (B1):

$$
N_{r}(y, t)=G(y+t)+\sum_{1}^{\infty} \frac{(-\mu)^{n}}{n!} \int_{r}^{\infty} d t_{1} \cdots \int_{r}^{\infty} d t_{n}\left|\begin{array}{cccc}
G(y+t) & G\left(y+t_{1}\right) & \cdots & G\left(y+t_{n}\right) \\
G\left(t_{1}+t\right) & G\left(2 t_{1}\right) & \cdots & G\left(t_{1}+t_{n}\right) \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
G\left(t_{n}+t\right) & G\left(t_{n}+t_{1}\right) & \cdots & G\left(2 t_{n}\right)
\end{array}\right| .
$$

$K(r, r)$ can be written

$$
K(r, r)=N(\mu, r) / \mathscr{D}(\mu, r)
$$

where

$$
\begin{align*}
& N(\mu, r)=\bar{N}(\mu, r)+\overline{\bar{N}}(\mu, r) \\
& \bar{N}(\mu, r)=\mu \mathscr{D}(\mu, r) G(2 r)  \tag{B5}\\
& \bar{N}(\mu, r)=\mu^{2} \int_{r}^{\infty} N_{r}(r, t) G(r+t) d t
\end{align*}
$$

For $\bar{N}(\mu, r)$ we use $\mathfrak{D}(\mu, r)$ given by (B3) and we get

$$
\bar{N}(\mu, r)=\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{(n-1)!} \mu^{n} \int_{m / 2}^{\infty} e^{-2 r u_{1}} \Delta\left(u_{1}\right) d u_{1} \int_{m / 2}^{\infty} d u_{2} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=2}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) P_{n-1}\left(u_{2}, \cdots u_{n}\right)
$$

or

$$
\bar{N}(\mu, r)=\sum_{n=1}^{\infty} \frac{\mu^{n}(-1)^{n-1}}{(n-1)!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right)\left|\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{B6}\\
0 & \frac{1}{2 u_{2}} & \cdots & \frac{1}{u_{2}+u_{n}} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
0 & \frac{1}{u_{2}+u_{n}} & \cdots & \frac{1}{2 u_{n}}
\end{array}\right|
$$

We note that the determinant in (B6) is the same as $P_{n}$ except that all the elements of the first row are 1 and the elements of the first column are $1,0 \cdots 0 \cdots 0$. Now we study $\overline{\bar{N}}(\mu, r)$ :
$\hat{\tilde{N}}(\mu, r)=\sum_{n=2}^{\infty} \frac{(-1)^{n-2}}{(n-2)!} \mu^{n} \int_{r}^{\infty} d t \int_{r}^{\infty} d t_{1} \cdots \int_{r}^{\infty} d t_{n-2} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right)\right) Z_{n}\left(r, t, t_{1}, \cdots t_{n-2}, u_{1}, \cdots u_{n}\right)$, where

$$
Z_{n}=e^{-(r+t) u_{1}}\left|\begin{array}{cccc}
e^{-(r+t) u_{2}} & e^{-\left(r+t_{1}\right) u_{2}} & \cdots & e^{-\left(r+t_{n-2}\right) u_{2}} \\
e^{-\left(t_{1}+t\right) u_{3}} & e^{-2 t_{1} u_{3}} & \cdots & e^{-\left(t_{1}+t_{n-2}\right) u_{3}} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
e^{-\left(t_{n-2}+t\right) u_{n}} & e^{-\left(t_{n-3}+t_{1}\right) u_{n}} & \cdots & e^{-2 t_{n-2} u_{n}}
\end{array}\right|
$$

But we have also

$$
Z_{n}=e^{-r\left(u_{1}+u_{2}\right)}\left|\begin{array}{cccc}
e^{-t\left(u_{1}+u_{2}\right)} & e^{-t_{1}\left(u_{3}+u_{9}\right)} \cdots & e^{-t_{n-2}\left(u_{n}+u_{2}\right)}  \tag{B7}\\
e^{-t\left(u_{1}+u_{3}\right)} & e^{-2 t_{1} u_{3}} & \cdots & e^{-t_{n-2}\left(u_{n}+u_{3}\right)} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
e^{-t\left(u_{1}+u_{n}\right)} & e^{-t_{1}\left(u_{3}+u_{n}\right)} & \cdots & e^{-2 t_{n-2} u_{n}}
\end{array}\right|
$$

and we get

$$
\overline{\bar{N}}(\mu, r)=\sum_{2}^{\infty} \frac{(-1)^{n-2} \mu^{n}}{(n-2)!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) L_{n}\left(u_{1}, u_{2}, \cdots u_{n}\right)
$$

where $L_{n}$ is the same determinant as $P_{n}$ but with the first row and the second column lacking

$$
L_{n}=\left|\begin{array}{cccc}
\frac{1}{u_{1}+u_{2}} & \frac{1}{u_{3}+u_{2}} & \cdots & \frac{1}{u_{n}+u_{2}} \\
\frac{1}{u_{1}+u_{3}} & \frac{1}{2 u_{3}} & \cdots & \\
\cdot & & \cdots & \cdot \\
\cdot & & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right|
$$

Now we consider

$$
\begin{equation*}
A=\int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right) M_{n}\left(u_{1}, \cdots u_{n}\right) \tag{B8}
\end{equation*}
$$

with

$$
M_{n}=\left|\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
\frac{1}{u_{1}+u_{2}} & \frac{1}{2 u_{2}} & \frac{1}{u_{1}+u_{3}} & \cdots & \frac{1}{u_{2}+u_{n}} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right|=\sum_{n=2}^{n}(-1)^{k+1} M_{n, k}
$$

$M_{n}$ is the same determinant as $P_{n}$ except that all the elements of the first row are $0,1,1, \cdots, 1$. We develop $M_{n}$ following the elements of the first row, where we call $M_{n, \varepsilon}$ the minor corresponding to the $k$ th element of the first row. We remark that $L_{n}=M_{n, 2}$. We want to show that

$$
\begin{equation*}
\int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right)\left[M_{n, k}\left(u_{1}, \cdots, u_{n}\right\}+(-1)^{k-1} M_{n, 2}\left(u_{1}, \cdots, u_{n}\right)\right]=0 . \tag{B9}
\end{equation*}
$$

For this, in $M_{n, k}$, we make the following substitutions: row $1 \rightarrow$ row 2 , row $2 \rightarrow$ row $3, \cdots$, row $k-2 \rightarrow$ row $k-1$, row $k-1 \rightarrow$ row 1 . Then we get a new determinant $\bar{M}_{n, k}=(-1)^{k} M_{n, k}$ and

$$
\bar{M}_{n, k}=\left|\begin{array}{ccccccc}
\frac{1}{u_{1}+u_{k}} & \frac{1}{u_{2}+u_{k}} & \cdots & \frac{1}{u_{k}+u_{k-1}} & \frac{1}{u_{k}+u_{k+1}} & \cdots & \frac{1}{u_{k}+u_{n}} \\
\frac{1}{u_{1}+u_{2}} & \frac{1}{2 u_{2}} & \cdots & \frac{1}{u_{2}+u_{k-1}} & \frac{1}{u_{2}+u_{k+1}} & \cdots & \frac{1}{u_{2}+u_{n}} \\
\cdot & \cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\frac{1}{u_{1}+u_{k-1}} & \frac{1}{u_{2}+u_{k-1}} & \cdots & \frac{1}{2 u_{k-1}} & \frac{1}{u_{k-1}+u_{k+1}} & \cdots & \frac{1}{u_{k-1}+u_{n}} \\
\frac{1}{u_{1}+u_{k+1}} & \frac{1}{u_{2}+u_{k+1}} & \cdots & \frac{1}{u_{k-1}+u_{k+1}} & \frac{1}{2 u_{k+1}} & \cdots & \frac{1}{u_{k+1}+u_{n}} \\
\cdot & \cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot & \cdot & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & \frac{1}{u_{2}+u_{n}} & \cdots & \cdot & \cdot & \cdots & \cdot \\
\frac{.}{2} & & & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right| .
$$

Then, using the fact that the factor of $M_{n, k}$ in the integrand of ( B 9 ) is symmetric with respect to all the variables $u_{i}$, we put $u_{k}=u_{2}, u_{2}=u_{3}, u_{3}=u_{4}, \cdots u_{k-1}=u_{k}$ and we get the relation (B9). Taking into account the relations (B8) and (B9) in (B7) we get

$$
\overline{\bar{N}}(\mu, r)=\sum_{n=2}^{\infty} \mu^{n} \frac{(-1)^{n-1}}{(n-1)!} \int_{m / 2}^{\infty} d u_{1} \cdots \int_{m / 2}^{\infty} d u_{n}\left(\prod_{n=1}^{n} \Delta\left(u_{i}\right) e^{-2 r u_{i}}\right)\left|\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1  \tag{B10}\\
\frac{1}{u_{1}+u_{2}} & \frac{1}{2 u_{2}} & \cdots & \frac{1}{u_{2}+u_{n}} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\frac{1}{u_{1}+u_{n}} & & \cdots & \frac{1}{2 u_{n}}
\end{array}\right| .
$$

In (B6) and (B10) the two determinants are the same except the first column. If we add these two determinants we get [see (B4)]
and finally

$$
\bar{N}(\mu, r)+\overline{\bar{N}}(\mu, r)=(d / d r) D(\mu, r)
$$

$$
K(r, r)=\frac{(d / d r) \mathscr{D}(\mu, r)}{\mathcal{D}(\mu, r)}
$$
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#### Abstract

A fixed-point theorem is applied to the $N / D$ equations of $\pi \pi$ scattering, for which crossing is satisfied exactly by the absorptive part of the amplitude, up to a finite, but arbitrary cut off. It is found that ghost-free solutions exist, if the subtraction constants are not too large, but that these solutions are not unique, since the Castillejo-Dalitz-Dyson ambiguity is not resolved by the requirement of crossing symmetry.


## 1. INTRODUCTION

THIS work is an initial attempt to answer the question as to whether the $S$-matrix equations ${ }^{1}$ have solutions. In the following pages, the partial-wave $N / D$ equations for the system $\pi \pi \rightarrow \pi \pi,{ }^{2}$ with full crossing symmetry for the absorptive parts of the amplitudes up to a finite, but arbitrary cut off, are considered from the standpoint of a fixed-point theorem. ${ }^{3}$ It is found that solutions exist, if the Castillejo-Dalitz-Dyson (CDD) ${ }^{4}$ pole inhomogeneities are not too large, but that these CDD ambiguities are not resolved by the requirement of crossing symmetry.

It has been suggested in the past that the $S$-matrix requirements may be so stringent that no solutions exist, and that soluble simple models are impermissible approximations of the exact equations. The results of this paper go some small way towards a resolution of this uncertainty. The crossing-symmetric $N / D$ equations do have solutions, but these possess the CDD ambiguity. Hence one might expect simple "boot-

[^105]strap" models to make some limited sense; but one should not necessarily expect them to be free from all undetermined parameters.
The fact that at least one solution of the $\pi \pi$ equations exists should not be a surprise to readers of the numerical work of Chew, Mandelstam, and Noyes. ${ }^{5}$ Their " $S$-dominant" solution is an example of the regular type of solution that is the concern of this paper. Nothing will be said for, or against the existence of a " $P$-dominant" singular type of solution. ${ }^{6}$ However, that is not to say that the present work is necessarily divorced from the undoubted existence of the $\rho$-meson. It is possible that the "physical" solution is a regular solution containing a CDD pole in the $P$ wave; and reasons for expecting this are collated in the Conclusion of this paper. This would mean that the $\rho$-meson parameters are incalculable in a one-channel $\pi \pi$ system, although one may be able to calculate them from suitable many-channel equations.

In an interesting paper, ${ }^{7}$ Lovelace showed that if the crossing-symmetric partial-wave equations possess a solution, then it is locally unique if there are no CDD poles, and not unique if there are CDD poles.

[^106]In (B6) and (B10) the two determinants are the same except the first column. If we add these two determinants we get [see (B4)]
and finally

$$
\bar{N}(\mu, r)+\overline{\bar{N}}(\mu, r)=(d / d r) D(\mu, r)
$$

$$
K(r, r)=\frac{(d / d r) \mathscr{D}(\mu, r)}{\mathcal{D}(\mu, r)}
$$
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#### Abstract

A fixed-point theorem is applied to the $N / D$ equations of $\pi \pi$ scattering, for which crossing is satisfied exactly by the absorptive part of the amplitude, up to a finite, but arbitrary cut off. It is found that ghost-free solutions exist, if the subtraction constants are not too large, but that these solutions are not unique, since the Castillejo-Dalitz-Dyson ambiguity is not resolved by the requirement of crossing symmetry.


## 1. INTRODUCTION

THIS work is an initial attempt to answer the question as to whether the $S$-matrix equations ${ }^{1}$ have solutions. In the following pages, the partial-wave $N / D$ equations for the system $\pi \pi \rightarrow \pi \pi,{ }^{2}$ with full crossing symmetry for the absorptive parts of the amplitudes up to a finite, but arbitrary cut off, are considered from the standpoint of a fixed-point theorem. ${ }^{3}$ It is found that solutions exist, if the Castillejo-Dalitz-Dyson (CDD) ${ }^{4}$ pole inhomogeneities are not too large, but that these CDD ambiguities are not resolved by the requirement of crossing symmetry.

It has been suggested in the past that the $S$-matrix requirements may be so stringent that no solutions exist, and that soluble simple models are impermissible approximations of the exact equations. The results of this paper go some small way towards a resolution of this uncertainty. The crossing-symmetric $N / D$ equations do have solutions, but these possess the CDD ambiguity. Hence one might expect simple "boot-

[^107]strap" models to make some limited sense; but one should not necessarily expect them to be free from all undetermined parameters.
The fact that at least one solution of the $\pi \pi$ equations exists should not be a surprise to readers of the numerical work of Chew, Mandelstam, and Noyes. ${ }^{5}$ Their " $S$-dominant" solution is an example of the regular type of solution that is the concern of this paper. Nothing will be said for, or against the existence of a " $P$-dominant" singular type of solution. ${ }^{6}$ However, that is not to say that the present work is necessarily divorced from the undoubted existence of the $\rho$-meson. It is possible that the "physical" solution is a regular solution containing a CDD pole in the $P$ wave; and reasons for expecting this are collated in the Conclusion of this paper. This would mean that the $\rho$-meson parameters are incalculable in a one-channel $\pi \pi$ system, although one may be able to calculate them from suitable many-channel equations.

In an interesting paper, ${ }^{7}$ Lovelace showed that if the crossing-symmetric partial-wave equations possess a solution, then it is locally unique if there are no CDD poles, and not unique if there are CDD poles.

[^108]The present work agrees with Lovelace's results; but it goes further, in that it proves the existence that was an explicit assumption of the earlier work. This is not a trivial point, for while there is no doubt that the universe exists (Wittgenstein notwithstanding), it is not clear that, at some level of approximation, it is a solution of the $S$-matrix equations.

In this paper, only the one-channel $\pi \pi$ system will be considered, although an inelasticity factor will be included. For convenience, it is assumed that this inelasticity is everywhere bounded, and that it satisfies certain smoothness conditions to be specified later. These conditions could certainly be relaxed. It is known that the effect of other channels may not be fully incorporated in the inelasticity factor, and that one-channel CDD poles may be required. ${ }^{8,9.10}$ The many-channel system, as well as the complications of spin, will be considered in a later work, but it is expected that the same general results will apply.

In Sec. 2, the crossing-symmetric $N / D$ equations are reformulated in such a way that infinite scattering lengths are excluded, and the CDD ambiguity is introduced so that the $D$ function always remains finite in the physical region. This reformulation is a convenience for the ensuing proof. In Secs. 3 and 4, it is shown that the equations comprise a bounded, continuous, nonlinear mapping of a set of functions in a Banach space into a compact subset of the space. Under these conditions, the Schauder fixed-point principle, which is explained in Appendix A, asserts the existence of a solution. To aid the reader in a preliminary comprehension of the outlines of the proof, a few nonrigorous remarks concerning an iterative method of solution may be in order. The work of Sec. 3 may be regarded as a demonstration that, if the starting function for an iteration of the crossing-symmetric equations is not too large, then every iterate is bounded. In fact, each iterate may be represented by a point, its norm, in this case simply its maximum value. According to the proof of Sec. 3, the infinite number of points representing an infinite iteration would all be contained in a finite segment of the real line. By the Bolzano-Weierstrass theorem, there must be at least one point of accumulation on this line segment. Sec. 4 is devoted to the demonstration that at least one such point of accumulation is in fact the image of a solution of the system. To be able to assert that there is a "point of accumulation" in

[^109]the Banach space of iterates, just as there is one on the line segment on which the norms were plotted, one must show that the iterates belong to a compact subset of the space. This is done in Sec. 4. However, this is not enough to demonstrate the existence of a solution, for there might be two points of accumulation in the space, and the iteration might jump alternately from the vicinity of one point to that of the other. Under these conditions one would not have found a solution. However, this possibility can be excluded by showing that the equations comprise the action of a continuous operator. This demonstration is also contained in Sec. 4. In Sec. 5, it is shown that, if the CDD parameters satisfy certain restrictions, then the partial-wave amplitudes have no ghosts.

## 2. CROSSING-SYMMETRIC $N / D$ EQUATIONS

In this section, the crossing-symmetric equations of Chew and Mandelstam ${ }^{2}$ are rewritten in a form more convenient for the nonlinear analysis of Secs. 3 and 4.

Let the scattering amplitude in a state of isospin $I$ and angular momentum $l$ be $A_{l}^{I}(s)$, where $s$ is the usual invariant energy square. Then an $N / D$ decomposition will be assumed in the form

$$
\begin{equation*}
A_{l}^{I}(s)=\left(s-4 \mu^{2}\right)^{l} N_{l}^{I}(s) / D_{l}^{I}(s), \tag{2.1}
\end{equation*}
$$

where $\mu$ is the pion mass. One can write down unsubtracted dispersion relations for $N_{l}^{I}(s)$ and $D_{l}^{I}(s)$ :

$$
\begin{align*}
& N_{l}^{I}(s)=P_{l}^{I}(s)+\frac{1}{\pi} \int_{-\Lambda}^{0} \frac{d s^{\prime}}{s^{\prime}-s} \operatorname{Im} A_{l}^{I}\left(s^{\prime}\right) \\
& \times D_{l}^{I}\left(s^{\prime}\right)\left(s^{\prime}-4 \mu^{2}\right)^{-l},  \tag{2.2}\\
& D_{l}^{I}(s)= \\
& Q_{l}^{I}(s)-\frac{1}{\pi} \int_{4 \mu^{2}}^{\infty} \frac{d s^{\prime}}{s^{\prime}-s}\left(\frac{s^{\prime}-4 \mu^{2}}{s^{\prime}}\right)^{\frac{1}{2}}  \tag{2.3}\\
& \\
& \quad \times R_{l}^{I}\left(s^{\prime}\right) N_{l}^{I}\left(s^{\prime}\right)\left(s^{\prime}-4 \mu^{2}\right)^{l} .
\end{align*}
$$

In these equations, a cutoff has been imposed on the left-hand cut, at $s=-\Lambda$. The absorptive part $\operatorname{Im} A_{l}^{I}(s)$ is to be determined for $-\Lambda<s \leq 0$ by crossing. The inelasticity function $R_{l}^{I}(s)$ satisfies

$$
\begin{equation*}
\operatorname{Im} A_{l}^{I}(s)=R_{l}^{I}(s)\left|A_{l}^{I}(s)\right|^{2} \tag{2.4}
\end{equation*}
$$

and this is supposed given. It would seem at first that the $D$ equation might require subtractions in general, and that the functions $P_{l}^{I}(s), Q_{l}^{I}(s)$ could be arbitrary holomorphic functions. It will be shown, however, that Eq. (2.2) can be written without subtractions, if one allows $P_{l}^{I}(s)$ and $Q_{l}^{I}(s)$ to contain poles. For suppose a certain decomposition (2.1) existed in which $N_{l}^{I}(s)=O\left(s^{\alpha}\right)$ for $s \rightarrow \infty$, with $\alpha>-l$. Then
a new decomposition could be defined by the replacements

$$
\begin{align*}
& N_{l}^{I}(s) \rightarrow \frac{N_{l}^{I}(s)}{\prod_{r=1}^{n}\left(s-s_{r}\right)},  \tag{2.5}\\
& D_{l}^{I}(s) \rightarrow \frac{D_{l}^{I}(s)}{\prod_{r=1}^{n}\left(s-s_{r}\right)},
\end{align*}
$$

where the $s_{r}$ are arbitrary, real, and distinct points satisfying $0<s_{r}<2 \mu^{2}$, and where $n$ is any integer greater than $\alpha+l$. Thus, the new integral in Eq. (2.3) will converge with no subtractions (assuming that $R_{l}^{I}(s)$ is bounded); $P_{l}^{I}(s)$ and $Q_{l}^{I}(s)$ will be modified by the replacements (2.5). Since the new $N_{l}^{I}(s)$ and the integral in Eq. (2.2) tend to zero as $s \rightarrow \infty$, it follows that $P_{l}^{I}(s)$ can be at most a sum of poles. If $Q_{l}^{I}(s) \rightarrow 0$, as $s \rightarrow \infty$, a further replacement of the form (2.5) can be made, including a sufficient number of factors so that the modified $Q_{l}^{I}(s)$ does tend to zero, and can thus be at most a sum of poles.

Equations (2.2) and (2.3) are not explicit in one respect: $N_{l}^{I}(s)\left(s-4 \mu^{2}\right)^{l}$ must tend to zero as $s \rightarrow \infty$. To avoid the introduction of $l$ nonlinear moment conditions, another transformation will be made. At the same time the variable $s$ will be replaced by the symmetric, dimensionless variable

$$
\begin{equation*}
\omega \equiv \frac{s-4 \mu^{2}}{2 \mu^{2}} \tag{2.6}
\end{equation*}
$$

The final transformation is

$$
\begin{align*}
& n_{l}^{I}(\omega) \equiv \prod_{r=1}^{l}\left(s-\bar{s}_{r}\right) N_{l}^{I}(s),  \tag{2.7}\\
& d_{l}^{I}(\omega) \equiv \frac{\prod_{r=1}^{l}\left(s-\bar{s}_{r}\right)}{\left(s-4 \mu^{2}\right)^{l}} D_{l}^{I}(s), \tag{2.8}
\end{align*}
$$

where, again, the $\bar{s}_{r}$ are arbitrary points in $\left(0,2 \mu^{2}\right)$.
It follows from Eq. (2.1) that

$$
\begin{equation*}
A_{l}^{I}(s)=n_{l}^{I}(\omega) / d_{l}^{I}(\omega) \tag{2.9}
\end{equation*}
$$

and the new equations are

$$
\begin{gather*}
n_{l}^{I}(\omega)=p_{l}^{I}(\omega)+\frac{1}{\pi} \int_{-\lambda}^{-1} \frac{d \omega^{\prime}}{\omega^{\prime}-\omega} \alpha_{l}^{I}\left(-\omega^{\prime}\right) d_{l}^{I}\left(\omega^{\prime}\right),  \tag{2.10}\\
d_{l}^{I}(\omega)=q_{l}^{I}(\omega)+\frac{1}{(\omega-1)^{l}}-\frac{1}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}-\omega} \\
\times \rho\left(\omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right) n_{l}^{I}\left(\omega^{\prime}\right),
\end{gather*}
$$

where

$$
\begin{align*}
\rho(\omega) & \equiv[(\omega-1) /(\omega+1)]^{\frac{1}{2}}, \\
r_{l}^{I}(\omega) & \equiv R_{l}^{I}(s),  \tag{2.12}\\
\lambda & \equiv 1+\Lambda / 2 \mu^{2}, \\
\alpha_{l}^{I}(-\omega) & \equiv \operatorname{Im} A_{l}^{I}(s), \quad s<0 .
\end{align*}
$$

The threshold condition has been made automatic by the introduction of the $l$ th order pole in the $d$ equation. A more general form of the $d$ equation would contain a term $t_{l-1}^{I}(\omega)(\omega-1)^{-l}$ in place of $(\omega-1)^{-l}$, where $t_{l-1}^{I}(\omega)$ is an $(l-1)$ th-order polynomial. This polynomial could be removed by dividing $n_{l}^{I}(\omega)$ and $d_{l}^{I}(\omega)$ by $t_{l-1}^{I}(\omega)$, which would effect a modification in the forms $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$. It has been shown that $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ can be written as sums of poles at arbitrary positions in the interval $(-1,0)$,

$$
\begin{align*}
& p_{l}^{I}(\omega)=\sum_{r=1}^{v} \frac{R_{r}}{\omega-\rho_{r}}  \tag{2.13}\\
& q_{l}^{I}(\omega)=\sum_{r=1}^{\mu} \frac{T_{r}}{\omega-\tau_{r}} \tag{2.14}
\end{align*}
$$

where $\mu, v, R_{r}, T_{r}, \rho_{r}, \tau_{r}$ can all depend on $I$ and $l$. In the more general form, $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ would contain poles also at the sites of the zeros of the polynomial $t_{l-1}^{I}(\omega)$ that was introduced above. If none of these zeros lies in the physical region ( $1, \infty$ ), there is no difficulty in generalizing the proof; this is left to the interested reader. In this paper, it will be supposed that each of the $\rho_{r}, \tau_{r}$ lies in the interval [ $-1,0]$. Since $A_{l}^{I}(s)$ has no poles (i.e., there are no bound states in the $\pi \pi$ system), then for every pole of $p_{l}^{I}(\omega)$ there must occur, at the same position, a pole of $q_{l}^{I}(\omega)$. Hence, $q_{l}^{I}(\omega)$ has at least as many poles as has $p_{l}^{I}(\omega)$. The fact that $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ are arbitrary constitutes the CDD ambiguity. Poles of $q_{l}^{I}(\omega)$ that do not correspond to poles of $p_{l}^{I}(\omega)$ may be called CDD poles of the first kind ("classical CDD poles"), whereas coincident poles of $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ could be referred to as CDD poles of the second kind. They correspond to simultaneous subtractions of the $N$ and $D$ equations in the formulation in which no poles are allowed in $N$.

It is necessary that Eqs. (2.10) and (2.11) be modified slightly for the two $S$-wave amplitudes. In the form of Eq. (2.11), it is not possible to exclude a zero of $d_{0}^{I}(\omega)$ at the threshold $\omega=1$ (i.e., an infinite $S$-wave scattering length). Since such an eventuality would vitiate the subsequent proof, a simple pole is retained in the $d$ equation at threshold, with a cancelling pole in the $n$ equation. Thus, for the $S$ waves one has

$$
\begin{align*}
n_{0}^{I}(\omega)=p_{0}^{I}(\omega) & +\frac{a^{I}}{\omega-1} \\
& +\frac{1}{\pi} \int_{-\lambda}^{-1} \frac{d \omega^{\prime}}{\omega^{\prime}-\omega} \alpha_{0}^{I}\left(\omega^{\prime}\right) d^{I}\left(\omega^{\prime}\right),  \tag{2.15}\\
d_{0}^{I}(\omega)=q_{0}^{I}(\omega) & +\frac{1}{\omega-1} \\
& -\frac{1}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}-\omega} \rho\left(\omega^{\prime}\right) r_{0}^{I}\left(\omega^{\prime}\right) n_{0}^{I}\left(\omega^{\prime}\right), \tag{2.16}
\end{align*}
$$

where $a^{I}$ is the $S$-wave scattering length for isospin $I$.
The left-hand cut discontinuity $\alpha_{l}^{I}(-\omega)$ is to be determined by crossing symmetry. The usual crossing relation ${ }^{2}$ is

$$
\begin{align*}
\operatorname{Im} A_{l}^{I}(s)= & \frac{1}{s-4 \mu^{2}} \sum_{I^{\prime}=0}^{2} \beta_{I I^{\prime}} \sum_{\substack{l^{\prime}=0 \\
\left(I^{\prime}+l^{\prime}\right) \mathrm{even}}}^{\infty}\left(2 l^{\prime}+1\right) \\
& \times \int_{4 \mu^{2}}^{4 \mu^{2}-s} d s^{\prime} P_{l}\left(1+\frac{2 s^{\prime}}{s-4 \mu^{2}}\right) \\
& \times P_{l^{\prime}}\left(1+\frac{2 s}{s^{\prime}-4 \mu^{2}}\right) \operatorname{Im} A_{l^{\prime}}^{l^{\prime}\left(s^{\prime}\right)} \tag{2.17}
\end{align*}
$$

for $0 \geq s \geq-\Lambda$, where it is known that the infinite series converges only when $s>-9 \mu^{2}$. The isospin crossing matrix is

$$
\beta_{I I^{\prime}}=\left[\begin{array}{rrr}
\frac{2}{3} & 2 & \frac{10}{3}  \tag{2.18}\\
\frac{2}{3} & 1 & -\frac{5}{3} \\
\frac{2}{3} & -1 & \frac{1}{3}
\end{array}\right] .
$$

Equation (2.17) is now rewritten in terms of $\alpha_{l}^{I}(\omega)$, and the substitution of $-\omega$ for $\omega$ is made throughout. It will be convenient to introduce the quantity $\Xi_{l}^{I^{\prime}}\left(\omega^{\prime}\right)$ by the following definition:

$$
\begin{equation*}
\operatorname{Im} A_{l^{\prime}}^{I^{\prime}}\left(s^{\prime}\right) \equiv\left[\frac{\omega^{\prime}-1}{2(\lambda-1)}\right]^{2 i^{\prime}+\frac{1}{2}} \Xi_{l^{\prime}}^{I^{\prime}}\left(\omega^{\prime}\right) \tag{2.19}
\end{equation*}
$$

for $1 \leq \omega^{\prime}<\infty$. The factor $\left(\omega^{\prime}-1\right)^{2 l^{\prime}+1 / 2}$ is the known threshold behavior of $\operatorname{Im} A_{l^{\prime}}^{I^{\prime}}\left(s^{\prime}\right)$, and the denominator $2(\lambda-1)$ is introduced as a convergence factor, as will become clear later. Actually, it will only be necessary to work with $\Xi_{l^{\prime}}^{\prime^{\prime}}\left(\omega^{\prime}\right)$ in the range $1 \leq \omega^{\prime} \leq \lambda$. Then Eq. (2.17) has the form

$$
\begin{align*}
\alpha_{l}^{I}(\omega)= & \frac{1}{\omega+1} \sum_{I^{\prime}=0}^{2} \beta_{I I^{\prime}} \sum_{\substack{l^{\prime}=0 \\
\left(I^{\prime}+l^{\prime}\right) \mathrm{even}}}^{L} \int_{1}^{\omega} d \omega^{\prime} \\
& \times P_{l}\left(1-2 \frac{\omega^{\prime}+1}{\omega+1}\right) P_{l^{\prime}}\left(1-2 \frac{\omega-1}{\omega^{\prime}-1}\right) \\
& \times\left[\frac{\left(\omega^{\prime}-1\right)}{2(\lambda-1)}\right]^{2 l^{\prime}+\frac{1}{2}} \Xi_{l^{\prime}}^{I^{\prime}}\left(\omega^{\prime}\right)\left(2 l^{\prime}+1\right) \tag{2.20}
\end{align*}
$$

where the partial-wave series has been cut off at $l^{\prime}=L$. It is felt that an attempt to extend the proof to $L=\infty$ would probably be fruitless within the framework of the $N / D$ equations, since the rate of convergence of the Legendre series depends on the positions of the boundaries of the double-spectral functions. ${ }^{2}$ This information is not contained in the $N / D$ equations. Accordingly, any attempt to encompass an infinite number of crossed waves would have to employ the analyticity in $s \otimes t$, and would probably progress the more simply by not taking recourse to partial-wave projections at all. Such considerations lie
outside the scope of the present work. It will be shown that, under certain conditions, solutions exist for arbitrary, but finite $\lambda$ and $L$. However, one would expect that any physically sensible solution, if such exists, would have $\lambda \leqslant \frac{11}{2}$ (i.e., $\Lambda \approx 9 \mu^{2}$ ) and $L$ not too large.

Lastly, since the absorptive part on the right-hand cut can be expressed in terms of $N$ and $D$, one has

$$
\begin{align*}
\Xi_{l}^{I}(\omega)= & {\left[\frac{2(\lambda-1)}{\omega-1}\right]^{2 l+\frac{1}{2}} } \\
& \times \frac{\rho(\omega) r_{l}^{I}(\omega)\left[n_{l}^{I}(\omega)\right]^{2}}{\left[E_{l}^{I}(\omega)\right]^{2}+\left[\rho(\omega) r_{l}^{I}(\omega) n_{l}^{I}(\omega)\right]^{2}} \tag{2.21}
\end{align*}
$$

for $1 \leq \omega \leq \lambda$, where

$$
\begin{equation*}
E_{l}^{I}(\omega)=\operatorname{Re} d_{l}^{I}(\omega), \quad \omega \geq 1 \tag{2.22}
\end{equation*}
$$

The object is to study the nonlinear system of Eqs. (2.10), (2.11), (2.15), (2.16), (2.20), and (2.21) for $n_{l}^{I}(\omega)$ and $d_{l}^{I}(\omega)$. Of these equations, only (2.10) and (2.16) involve negative values of $\omega$. This disparity can be removed for $l \geq 1$ by substituting Eq. (2.11) into Eq. (2.12), thus obtaining the following integral equation for $n_{l}^{I}(\omega)$ :

$$
\begin{align*}
& n_{l}^{I}(\omega)=p_{l}^{I}(\omega)+ v_{l}^{I}(\omega)+ \\
&+\frac{1}{\pi} \int_{1}^{I}(\omega) \\
&  \tag{2.23}\\
& \quad \frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \\
&\left.\quad \omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right) n_{l}^{I}\left(\omega^{\prime}\right)
\end{align*}
$$

where

$$
\begin{align*}
& F_{l}^{I}(\omega)=\frac{1}{\pi} \int_{1}^{\lambda} \frac{d \omega^{\prime}}{\omega^{\prime}+\omega} \alpha_{l}^{I}\left(\omega^{\prime}\right)  \tag{2.24}\\
& h_{l}^{I}(\omega)=\frac{(-1)^{l}}{\pi} \int_{1}^{\lambda} \frac{d \omega^{\prime}}{\omega^{\prime}+\omega} \frac{\alpha_{l}^{I}\left(\omega^{\prime}\right)}{\left(\omega^{\prime}+1\right)^{l}}  \tag{2.25}\\
& v_{l}^{I}(\omega)=\frac{1}{\pi} \int_{1}^{\lambda} \frac{d \omega^{\prime}}{\omega^{\prime}+\omega} \alpha_{l}^{I}\left(\omega^{\prime}\right) \sum_{r=1}^{\mu} \frac{T_{r}}{\omega^{\prime}-\tau_{r}} \tag{2.26}
\end{align*}
$$

The corresponding equation for the $S$ waves is

$$
\begin{align*}
n_{0}^{I}(\omega)=\frac{a^{I}}{\omega-1} & +p_{0}^{I}(\omega)
\end{aligned}+v_{0}^{I}(\omega)+h_{1}^{I}(\omega) ~ 子 \begin{aligned}
& \pi \int_{1}^{\infty} d \omega^{\prime} \\
& \frac{F_{0}^{I}\left(\omega^{\prime}\right)-F_{0}^{I}(\omega)}{\omega^{\prime}-\omega} \\
& \times \rho\left(\omega^{\prime}\right) r_{0}^{I}\left(\omega^{\prime}\right) n_{0}^{I}\left(\omega^{\prime}\right) . \tag{2.27}
\end{align*}
$$

Finally, the equation for $E_{l}^{I}(\omega)$, the real part of $d_{l}^{I}(\omega)$, is obtained by taking the principal value of the integral in Eq. (2.11) for $l \geq 1$, and in Eq. (2.16) for $l=0$.

## 3. BOUNDEDNESS OF THE $N / D$ EQUATIONS

The Eqs. (2.11), (2.16), (2.20), (2.21), (2.23), and (2.27) can be construed as one nonlinear equation
for $\Xi_{l}^{I}(\omega)$ in terms of itself:

$$
\begin{equation*}
\Xi_{l}^{I}(\omega)=\theta \Xi_{l}^{I}(\omega), \tag{3.1}
\end{equation*}
$$

where $\theta$ is a nonlinear operator that summarizes the equations cited above.

One can define the following norm for any bounded, real function $F(\omega)$ :

$$
\begin{equation*}
\|F(\omega)\| \equiv \max _{1 \leq \omega<\infty}|F(\omega)| . \tag{3.2}
\end{equation*}
$$

All the functions possessing such a norm form a Banach space, and it will be the object of the ensuing proof to show that there exists a positive number $Z$ such that, under certain conditions to be precised, a solution of Eq. (3.1) exists, satisfying

$$
\begin{equation*}
\left\|\Xi_{l}^{I}(\omega)\right\| \leq Z^{2} . \tag{3.3}
\end{equation*}
$$

Since $\Xi_{l}^{l}(\omega)$ is only used in the interval $1 \leq \omega \leq \lambda$ (below the cutoff), it is convenient to set it identically to zero for $\lambda<\omega<\infty$.

The demonstration will be based on the Schauder fixed-point principle. Let $\Lambda_{l}^{I}(\omega)$ be defined by

$$
\begin{equation*}
\Lambda_{l}^{I}(\omega) \equiv \theta \Xi_{l}^{I}(\omega) . \tag{3.4}
\end{equation*}
$$

It is shown in this section that a $Z$ exists, such that, if $\Xi_{l}^{I}(\omega)$ is any function satisfying Eq. (3.3), then

$$
\begin{equation*}
\left\|\Lambda_{l}^{I}(\omega)\right\| \leq Z^{2} \tag{3.5}
\end{equation*}
$$

In Sec. 4, it will be shown that $\theta$ is a continuous operator, and that the set of all functions $\Lambda_{i}^{I}(\omega)$, defined by Eq. (3.4), is compact. Then, according to the Schauder principle, Eq. (3.4) has at least one fixed point, that is to say, Eq. (3.1) has at least one solution, and it satisfies Eq. (3.3). This is explained more fully in Appendix A, where the reader is also reminded of the meanings of some of these terms.

## A. Boundedness of $\alpha$

The first part of the proof is to show that a $Z$ exists such that Eq. (3.3) implies Eq. (3.5). The first step in this program is to obtain a bound for $\alpha_{l}^{I}(\omega)$, given by Eq. (2.20), assuming that Eq. (3.3) holds for some $Z$. Hence, one has

$$
\begin{align*}
\left|\alpha_{l}^{I}(\omega)\right| \leq & \frac{\mathrm{Z}^{2}}{\omega+1} \sum_{I^{\prime}=0}^{2}\left|\beta_{I I^{\prime}}\right| \sum_{\left(I^{\prime}+l^{\prime}=0\right.}^{L} \int_{1}^{\omega} d \omega^{\prime}\left(2 l^{\prime}+1\right) \\
& \times P_{l^{\prime}}\left(2 \frac{\omega-1}{\omega^{\prime}-1}-1\right)\left[\frac{\omega^{\prime}-1}{2(\lambda-1)}\right]^{2 l^{\prime}+\frac{1}{2}} . \tag{3.6}
\end{align*}
$$

To obtain this result, observe that $1 \leq \omega^{\prime} \leq \omega$ implies

$$
-1 \leq 1-2 \frac{\omega^{\prime}+1}{\omega+1} \leq 1-\frac{4}{\omega+1}
$$

and

$$
-\infty \leq 1-2 \frac{\omega-1}{\omega^{\prime}-1} \leq-1
$$

so that

$$
\left|P_{l}\left(1-2 \frac{\omega^{\prime}+1}{\omega+1}\right)\right| \leq 1
$$

and

$$
\left|P_{l^{\prime}}\left(1-2 \frac{\omega-1}{\omega^{\prime}-1}\right)\right|=P_{l^{\prime}}\left(2 \frac{\omega-1}{\omega^{\prime}-1}-1\right),
$$

which is positive definite.
It is then easy to show that, for $1 \leq \omega \leq \lambda$,

$$
\begin{equation*}
\left|\alpha_{l}^{I}(\omega)\right|<12 Z^{2} \int_{1}^{\infty} \frac{d x}{(x+1)^{\frac{s}{2}}} \sum_{l^{\prime}=0}^{\infty} \frac{P_{l^{\prime}(x)}^{(x+1)^{2 l^{2}}}\left(2 l^{\prime}+1\right), ~, ~}{(x)} \tag{3.7}
\end{equation*}
$$

where several trivial maximizations have been performed, and where the upper limit of the partial-wave series $L$ has been replaced by $\infty$. The series and integral can be performed analytically (Appendix C), and the result gives

$$
\begin{equation*}
\left|\alpha_{l}^{I}(\omega)\right|<8 \mathrm{Z}^{2} \tag{3.8}
\end{equation*}
$$

for $1 \leq \omega \leq \lambda$.

## B. Boundedness of $F, h$, and $v$

From the definitions (2.24) and (3.8), one finds

$$
\begin{equation*}
\left|F_{l}^{I}(\omega)\right|<\frac{8(\lambda-1) Z^{2}}{\pi \omega} \tag{3.9}
\end{equation*}
$$

for any $1 \leq \omega<\infty$. Not only does Eq. (3.8) ensure that $F_{l}^{I}(\omega)$ is bounded, it also guarantees its (Hölder) smoothness. Specifically,

$$
\begin{equation*}
\frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega}=\frac{1}{\pi} \int_{1}^{\lambda} \frac{d \omega^{\prime \prime}}{\left(\omega^{\prime \prime}+\omega\right)\left(\omega^{\prime \prime}+\omega^{\prime}\right)} \alpha_{l}^{I}\left(\omega^{\prime \prime}\right), \tag{3.10}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left|\frac{F_{l}^{I}(\omega)-F_{l}^{I}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}}\right|<\frac{8(\lambda-1) Z^{2}}{\pi \omega \omega^{\prime}} \tag{3.11}
\end{equation*}
$$

Similarly, Eq. (2.25) yields

$$
\begin{equation*}
\left|h_{l}^{I}(\omega)\right|<\frac{8(\lambda-1) Z^{2}}{\pi \omega} \frac{1}{2}, \tag{3.12}
\end{equation*}
$$

since $l \geq 1$, and (2.26) gives

$$
\begin{equation*}
\left|v_{l}^{I}(\omega)\right|<\frac{8(\lambda-1) Z^{2}}{\pi \omega} q \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\max _{\substack{(I, l) \\ l \neq 0}}\left\|\sum_{r=1}^{\mu} \frac{T_{r}}{\omega-\tau_{r}}\right\| \leq \max _{\substack{(I, l) \\ l \neq 0}} \sum_{r=1}^{\mu}\left|T_{r}\right| \tag{3.14}
\end{equation*}
$$

(remember that the CDD pole positions and residues are functions of $I, l$, and that $\tau_{\tau}<0$ ).

## C. Boundedness of $\boldsymbol{n}$

For the cases $l \geq 1$, the integral Eq. (2.23) is Fredholm. One can assert the existence and square integrability of $n_{l}^{I}(\omega)$ if unity is not an eigenvalue of the kernel

$$
\frac{1}{\pi} \frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \rho\left(\omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right)
$$

From Eq. (3.11) one sees that

$$
\begin{array}{r}
\iint_{1}^{\infty} d \omega d \omega^{\prime}\left|\frac{1}{\pi} \frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \rho\left(\omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right)\right|^{2} \\
<\frac{64(\lambda-1)^{2} r^{2} Z^{4}}{\pi^{4}} \tag{3.15}
\end{array}
$$

where

$$
\begin{equation*}
r=\max _{I, l}\left\|r_{l}^{I}(\omega)\right\| . \tag{3.16}
\end{equation*}
$$

The left-hand side of Eq. (3.15) is an upper bound for $1 / \lambda_{0}^{2}$, where $\lambda_{0}$ is the smallest eigenvalue of the kernel. Hence, if one requires

$$
\begin{equation*}
Z^{2}<\frac{\pi^{2}}{8(\lambda-1) r} \tag{3.17}
\end{equation*}
$$

the existence and square integrability of $n_{l}^{I}(\omega)$ are assured. Equation (2.23) implies that

$$
\begin{align*}
& \left|n_{l}^{I}(\omega)-p_{l}^{I}(\omega)-v_{l}^{I}(\omega)-h_{l}^{I}(\omega)\right|^{2} \\
& \quad \begin{array}{l}
\leq \int_{1}^{\infty} d \omega^{\prime}\left[\frac{1}{\pi} \frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \rho\left(\omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right)\right]^{2} \\
\\
\quad \times \int_{l}^{\infty} d \omega^{\prime}\left[n_{l}^{I}\left(\omega^{\prime}\right)\right]^{2}
\end{array} \\
& \quad \leq \frac{64(\lambda-1)^{2} r^{2} Z^{4}}{\pi^{4}} \frac{1}{\omega^{2}} \int_{1}^{\infty} d \omega^{\prime}\left[n_{l}^{I}\left(\omega^{\prime}\right)\right]^{2},
\end{align*}
$$

where Schwartz's inequality has been used. Since the integral on the right-hand side of Eq. (3.18) exists, the inequality implies that $\omega n_{l, n}^{I}(\omega)$ is bounded. In fact,
$\left|\omega n_{l}^{I}(\omega)\right| \leq\left|\omega p_{l}^{I}(\omega)\right|+\left|\omega v_{l}^{I}(\omega)\right|$

$$
\begin{equation*}
+\left|\omega h_{l}^{I}(\omega)\right|+x\left\|\omega n_{l}^{I}(\omega)\right\| \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
x \equiv \frac{8(\lambda-1) r}{\pi^{2}} Z^{2}<1 \tag{3.20}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\left\|\omega n_{l}^{I}(\omega)\right\| \leq \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{align*}
p & =\max _{\substack{I, l \\
l \neq 0}}\left\|\omega \sum_{r=1}^{\nu} \frac{R_{r}}{\omega-\rho_{r}}\right\| \\
& \leq \max _{\substack{I, l \\
l \neq 0}} \sum_{r=1}^{\nu}\left|R_{r}\right| . \tag{3.22}
\end{align*}
$$

For the $S$ wave, the relevant integral equation is (2.27). This is not Fredholm, since the inhomogeneous
term $a^{I} /(\omega-1)$ is not square integrable. This difficulty can be circumvented by defining

$$
\begin{equation*}
\varphi_{0}^{I}(\omega) \equiv\left(\frac{\omega-1}{\omega+1}\right)^{\frac{3}{3}} n_{0}^{I}(\omega) \tag{3.23}
\end{equation*}
$$

for then Eq. (2.27) is transformed into the following Fredholm equation:

$$
\begin{equation*}
\varphi_{0}^{I}(\omega)=f_{0}^{I}(\omega)+\int_{0}^{\infty} K_{0}^{I}\left(\omega, \omega^{\prime}\right) d \omega^{\prime} \varphi_{0}^{I}\left(\omega^{\prime}\right) \tag{3.24}
\end{equation*}
$$

where

$$
\begin{align*}
f_{0}^{I}(\omega) & =\left(\frac{\omega-1}{\omega+1}\right)^{\frac{3}{2}} \\
& \times\left[\frac{a^{I}}{\omega-1}+p_{0}^{I}(\omega)+v_{0}^{I}(\omega)+h_{1}^{I}(\omega)\right] \tag{3.25}
\end{align*}
$$

and

$$
\begin{align*}
K_{0}^{I}\left(\omega, \omega^{\prime}\right)=\frac{1}{\pi}\left(\frac{\omega-1}{\omega+1}\right)^{\frac{3}{4}} & \frac{F_{0}^{I}\left(\omega^{\prime}\right)-F_{0}^{I}(\omega)}{\omega^{\prime}-\omega} \\
& \times\left(\frac{\omega^{\prime}+1}{\omega^{\prime}-1}\right)^{\frac{1}{4}} r_{0}^{I}\left(\omega^{\prime}\right) . \tag{3.26}
\end{align*}
$$

Now,

$$
\begin{align*}
& \iint_{1}^{\infty} d \omega d \omega^{\prime} K_{0}^{I}\left(\omega, \omega^{\prime}\right)^{2} \\
&<x^{2} \int_{1}^{\infty} \frac{d \omega}{\omega^{2}}\left(\frac{\omega-1}{\omega+1}\right)^{\frac{3}{2}} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime 2}}\left(\frac{\omega^{\prime}+1}{\omega^{\prime}-1}\right)^{\frac{1}{2}} \\
&<4 x^{2} ; \tag{3.27}
\end{align*}
$$

it will actually be convenient to require

$$
\begin{equation*}
x<2^{-\frac{3}{2}} \tag{3.28}
\end{equation*}
$$

(see Eq. (3.32) below). Then one can certainly assert the existence and square integrability of $\varphi_{0}^{I}(\omega)$.
Condition (3.28) is of course stronger than (3.20).
As before, Schwartz's inequality gives

$$
\begin{align*}
&\left|\varphi_{0}^{I}(\omega)-f_{0}^{I}(\omega)\right|^{2} \\
& \leq \int_{1}^{\infty}\left|K_{1}^{I}\left(\omega, \omega^{\prime}\right)\right|^{2} d \omega^{\prime} \int_{1}^{\infty}\left|\varphi_{0}^{I}\left(\omega^{\prime}\right)\right|^{2} d \omega^{\prime} \\
& \leq \frac{4 x^{2}}{\omega^{2}} \int_{1}^{\infty}\left|\varphi_{0}^{I}\left(\omega^{\prime}\right)\right|^{2} d \omega^{\prime} \tag{3.29}
\end{align*}
$$

In this case $\left\|\varphi_{0}^{I}(\omega)\right\|$ does not exist, because $f_{0}^{I}(\omega)$ diverges at $\omega=1$. However, the quantity

$$
\begin{equation*}
(\omega-1) n_{0}^{I}(\omega)=(\omega-1)^{\frac{1}{4}}(\omega+1)^{\frac{3}{4}} \varphi_{0}^{I}(\omega) \tag{3.30}
\end{equation*}
$$

is bounded. In fact,

$$
\begin{align*}
& \left|(\omega-1) n_{0}^{I}(\omega)\right| \\
& \leq\left|a^{I}\right|+\left|(\omega-1) p_{0}^{I}(\omega)\right|+\left|(\omega-1) \nu_{0}^{I}(\omega)\right| \\
& \quad+\left|(\omega-1) h_{1}^{I}(\omega)\right|+2 x \frac{(\omega-1)^{\frac{1}{4}}(\omega+1)^{\frac{3}{3}}}{\omega} \\
& \quad \times\left\|(\omega-1) n_{0}^{I}(\omega)\right\|\left[\int_{1}^{\infty} \frac{d \omega^{\prime}}{\left(\omega^{\prime}-1\right)^{\frac{1}{2}}\left(\omega^{\prime}+1\right)^{\frac{3}{2}}}\right]^{\frac{\frac{1}{2}}{2}} \\
& \leq a+p_{0}+\frac{\pi}{r}\left(q_{0}+\frac{1}{2}\right) x+2^{\frac{3}{2}} x\left\|(\omega-1) n_{0}^{I}(\omega)\right\|, \tag{3.31}
\end{align*}
$$

where

$$
\begin{aligned}
& p_{0}=\max _{I=0,2}\left[\sum_{r=1}^{\nu}\left|R_{r}\right|\right]_{l=0} \\
& q_{0}=\max _{I=0,2}\left[\sum_{r=1}^{v}\left|T_{r}\right|\right]_{l=0}
\end{aligned}
$$

and

$$
a=\max _{I=0,2}\left|a^{I}\right|
$$

Thus,

$$
\begin{equation*}
\left\|(\omega-1) n_{0}^{I}(\omega)\right\| \leq \frac{a+p_{0}+(\pi / r)\left(q_{0}+\frac{1}{2}\right) x}{1-2^{\frac{3}{2}} x} \tag{3.32}
\end{equation*}
$$

## D. Lower Bound for $E$

A difficulty involved in finding a bound for $E$ is that it is defined by means of a principal-value integral. Thus, it is not enough for $\omega n_{l}^{I}(\omega)$ [or $(\omega-1) n_{0}^{I}(\omega)$ ] to be bounded, one must also have boundedness of the derivative of $n_{l}^{I}(\omega)$. However, a bound for this derivative can be obtained, since $n_{l}^{I}(\omega)$ satisfies the integral Eq. (2.23) (the cases $l \geq 1$ are treated first), and the boundedness of its first derivative is guaranteed by that of the second derivative of $F_{l}^{I}(\omega)$. The latter can be deduced from the form of Eq. (2.24).

In order to calculate the bound on $E_{l}^{l}(\omega)$, it will be necessary first to remove the principal value integral. One has

$$
\begin{align*}
E_{l}^{I}(\omega)= & \frac{1}{(\omega-1)^{l}}+q_{l}^{I}(\omega) \\
& -\frac{1}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}} r_{l}^{I}\left(\omega^{\prime}\right) \rho\left(\omega^{\prime}\right) n_{l}^{I}\left(\omega^{\prime}\right) \\
& -\frac{\omega}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}} r_{l}^{I}\left(\omega^{\prime}\right) \rho\left(\omega^{\prime}\right) \frac{n_{l}^{I}\left(\omega^{\prime}\right)-n_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \\
& -\omega n_{l}^{I}(\omega) \frac{P}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime} r_{l}^{I}\left(\omega^{\prime}\right) \rho\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime}-\omega\right)} \tag{3.33}
\end{align*}
$$

which is algebraically equivalent to the real part of Eq. (2.11). However, here the only singular integral involves the known function $r_{l}^{I}(\omega)$. It is supposed that $r_{l}^{I}(\omega)$ is sufficiently smooth that the following quantity exists:

$$
\begin{equation*}
B \equiv \max _{I . l}\left\|\frac{P}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime} r_{l}^{I}\left(\omega^{\prime}\right) \rho\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime}-\omega\right)}\right\| \tag{3.34}
\end{equation*}
$$

To obtain a bound on the second integral in Eq. (3.33) one returns to Eq. (2.23), which implies

$$
\begin{align*}
& \left|\frac{n_{l}^{I}(\omega)-n_{l}^{I}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}}\right| \leq \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{\omega \omega^{\prime}} \\
& \quad+\frac{1}{\pi} \int_{1}^{\infty} d \omega^{\prime \prime} \frac{\pi x}{r} \times \frac{1}{\omega \omega^{\prime} \omega^{\prime \prime}} \rho\left(\omega^{\prime \prime}\right) r_{l}^{I}\left(\omega^{\prime \prime}\right) \frac{\left\|\omega n_{l}^{I}(\omega)\right\|}{\omega^{\prime \prime}} \tag{3.35}
\end{align*}
$$

where several trivial maximizations have been performed, for example,

$$
\begin{align*}
& \left|\frac{1}{\omega-\omega^{\prime}}\left[\frac{F_{l}^{I}\left(\omega^{\prime \prime}\right)-F_{l}^{I}\left(\omega^{\prime}\right)}{\omega^{\prime \prime}-\omega}-\frac{F_{l}^{I}\left(\omega^{\prime \prime}\right)-F_{l}^{I}\left(\omega^{\prime}\right)}{\omega^{\prime \prime}-\omega^{\prime}}\right]\right| \\
& \quad=\left|\frac{1}{\pi} \int_{1}^{\lambda} \frac{d \omega^{\prime \prime \prime}}{\left(\omega^{\prime \prime \prime}+\omega\right)\left(\omega^{\prime \prime \prime}+\omega^{\prime}\right)\left(\omega^{\prime \prime \prime}+\omega^{\prime \prime}\right)} \alpha_{l}^{I}\left(\omega^{\prime \prime \prime}\right)\right| \\
& \quad<\frac{\pi x}{r} \frac{1}{\omega^{\prime} \omega^{\prime} \omega^{\prime \prime}} \tag{3.36}
\end{align*}
$$

when Eq. (3.21) is combined with Eq. (3.36), one finds

$$
\begin{equation*}
\left|\frac{n_{I}^{I}(\omega)-n_{l}^{I}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}}\right|<\frac{1}{\omega \omega^{\prime}} \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \tag{3.37}
\end{equation*}
$$

Inequality (3.37) can now be used in conjunction with Eq. (3.33) to give, for all $1 \leq \omega<\infty$,

$$
\begin{align*}
\mid E_{l}^{I}(\omega) & \left.-\frac{1}{(\omega-1)^{l}} \right\rvert\, \\
& <q+\left(\frac{2 r}{\pi}+B\right) \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \tag{3.38}
\end{align*}
$$

The crucial point about this inequality is that the right-hand side is constant, whereas $1 /(\omega-1)^{l}$ tends to infinity as $\omega \rightarrow 1$. Thus, $\left|(\omega-1)^{l} E_{l}^{I}(\omega)\right|$ has a lower bound for some finite region including threshold, that is to say the equations have been written in such a way that an infinite scattering length is excluded (this is necessary for the subsequent proof). Clearly such an eventuality would not be excluded for the $S$ wave, if the same inequality (3.38) were used for it, unless an upper bound were set on the CDD pole residues in the $l=0$ equation, or unless a sign restriction were imposed upon these residues. This is a possible modus probandi. However, it necessarily excludes, at the outset, the possibility of an $S$-wave resonance, and in the present paper the alternative procedure, summarized by Eqs. (2.16) and (2.27), is adopted.

For $l \geq 1$, Eq. (3.38) implies

$$
\begin{array}{r}
\left|(\omega-1)^{l} E_{l}^{l}(\omega)\right|>1-(\omega-1)^{l \zeta} \\
\text { for all } 1 \leq \omega \leq \tilde{\omega}_{l} \tag{3.39}
\end{array}
$$

where

$$
\begin{equation*}
\zeta \equiv\left(\frac{2 r}{\pi}+B\right) \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x}+q \tag{3.40}
\end{equation*}
$$

and $\left(\tilde{\omega}_{l}-1\right)^{l}$ is any number less than $1 / \zeta$. One can choose

$$
\begin{equation*}
\left.\tilde{\omega}_{l}-1=[(\nu-1) / v \zeta)\right]^{1 / l} \tag{3.41}
\end{equation*}
$$

where $\nu$ is a number larger than unity that will be so that specified later. Thus, for $1 \leq \omega \leq \tilde{\omega}_{l}$,

$$
\begin{equation*}
\left|(\omega-1)^{l} E_{l}^{I}(\omega)\right|>1-\left(\tilde{\omega}_{l}-1\right)^{l} \zeta=\frac{1}{v} \tag{3.42}
\end{equation*}
$$

This inequality will be of great importance in the application of the fixed-point principle.

For the $S$ wave, there is the difficulty that $n_{0}^{I}(\omega)$ is not necessarily bounded at threshold. Hence, instead of the quantity (3.37), one uses
$\left|\frac{(\omega-1) n_{0}^{I}(\omega)-\left(\omega^{\prime}-1\right) n_{0}^{I}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}}\right|$
$<\left\{2 p_{0}+\frac{\pi x}{2^{\frac{1}{2}} r} \frac{r\left(a+p_{0}\right)+\left[2^{\frac{3}{2}}-(8-\pi) x\right]\left(q_{0}+\frac{1}{2}\right)}{1-2^{\frac{3}{2}} x}\right\} \frac{1}{\omega} ;$
this inequality follows from Eq. (2.27) much as Eq. (3.37) follows from Eq. (2.23). Then the equation for $E_{0}^{I}(\omega)$ is written

$$
\begin{align*}
E_{0}^{I}(\omega)= & \frac{1}{\omega-1}+q_{0}^{I}(\omega)-\frac{1}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}} r_{0}^{I}\left(\omega^{\prime}\right) \\
& \times \frac{\left(\omega^{\prime}-1\right) n_{0}^{I}\left(\omega^{\prime}\right)}{\left(\omega^{\prime 2}-1\right)^{\frac{1}{2}}}-\frac{\omega}{\pi} \int_{1}^{\infty} d \omega^{\prime} \frac{r_{0}^{I}\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime 2}-1\right)^{\frac{1}{2}}} \\
& \times \frac{\left(\omega^{\prime}-1\right) n_{0}^{I}\left(\omega^{\prime}\right)-(\omega-1) n_{0}^{I}(\omega)}{\omega^{\prime}-\omega} \\
& -\omega(\omega-1) n_{0}^{I}(\omega) \frac{P}{\pi} \int_{1}^{\infty} d \omega^{\prime} \\
& \times \frac{r_{0}^{I}\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime 2}-1\right)^{\frac{1}{2}}} \frac{1}{\omega^{\prime}-\omega} . \tag{3.44}
\end{align*}
$$

One can show that

$$
\omega \frac{P}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime}}{\left(\omega^{\prime 2}-1\right)^{\frac{1}{2}} \omega^{\prime}\left(\omega^{\prime}-\omega\right)}<\frac{1+\sqrt{2}}{2}
$$

$$
\begin{equation*}
1<\omega<\infty \tag{3.45}
\end{equation*}
$$

Accordingly, it is supposed that $r_{o}^{I}\left(\omega^{\prime}\right)$ is sufficiently smooth that a number $B_{0}$ exists, such that

$$
\begin{equation*}
B_{0}=\max _{I=0,2}\left[\omega \frac{P}{\pi} \int_{1}^{\infty} d \omega^{\prime} \frac{r_{0}^{I}\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime 2}-1\right)^{\frac{1}{2}}} \frac{1}{\omega^{\prime}-\omega}\right] \tag{3.46}
\end{equation*}
$$

Then one can deduce the following inequality from Eq. (3.44):

$$
\begin{equation*}
\left|E_{0}^{I}(\omega)-\frac{1}{\omega-1}\right|<\zeta_{0} \tag{3.47}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta_{0}= & q_{0}+r p_{0} 2^{\frac{1}{2}} \\
& +\left\{\left(a+p_{0}\right)\left(B_{0}+\frac{r}{2^{\frac{1}{2}}}+\frac{r \pi x}{2}\right)+\pi x\left(q_{0}+\frac{1}{2}\right)\right. \\
& \left.\times\left[\frac{B_{0}}{r}+\frac{3}{2^{\frac{1}{2}}}-\left(4-\frac{\pi}{2}\right) x\right]\right\} /\left(1-2^{\frac{3}{3}} x\right) \tag{3.48}
\end{align*}
$$

$$
\begin{equation*}
\left|(\omega-1) E_{0}^{I}(\omega)\right|<1 / v_{0} \tag{3.49}
\end{equation*}
$$

for all $1 \leq \omega \leq \tilde{\omega}_{0}$, where

$$
\begin{equation*}
\tilde{\omega}_{0}-1=\left[\left(v_{0}-1\right) /\left(v_{0} \zeta_{0}\right)\right] \tag{3.50}
\end{equation*}
$$

and $v_{0}$ is any number greater than unity. The development of Eqs. (3.47)-(3.50) is an obvious parallel to that of Eqs. (3.39)-(3.42).

## E. Boundedness of $\Lambda$

It can now be shown that $\Lambda_{l}^{I}(\omega)$, defined by the right-hand side of Eq. (2.21), is bounded. The cases $l \geq 1$ will be treated first. It is clear that a bound exists away from threshold. Specifically,
so that, for $\tilde{\omega}_{l} \leq \omega \leq \lambda$,

$$
\begin{equation*}
\left|\Lambda_{l}^{I}(\omega)\right| \leq\left[\frac{2(\lambda-1)}{\tilde{\omega}_{l}-1}\right]^{2 l+\frac{1}{2}}\left(\frac{\tilde{\omega}_{l}+1}{\tilde{\omega}_{l}-1}\right)^{\frac{1}{2}} \tag{3.52}
\end{equation*}
$$

The quantity $\tilde{\omega}_{l}$ is defined by Eq. (3.41), and it will be seen later that

Hence,

$$
\begin{equation*}
\tilde{\omega}_{l}-1>1 . \tag{3.53}
\end{equation*}
$$

$\left|\Lambda_{l}^{I}(\omega)\right|<3^{\frac{1}{2}}[2(\lambda-1)]^{2 l+\frac{1}{2}}\left(\tilde{\omega}_{l}-1\right)^{-2 l}$

$$
=3^{\frac{1}{2}}[2(\lambda-1)]^{2 l+\frac{1}{2}}
$$

$$
\begin{equation*}
\times\left\{\frac{\nu}{\nu-1}\left[\left(\frac{2 r}{\pi}+B\right) \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x}+q\right]\right\}^{2} \tag{3.54}
\end{equation*}
$$

for $\tilde{\omega}_{l} \leq \omega \leq \lambda, l=1,2, \cdots L$.
A bound can also be obtained in the range $1 \leq$ $\omega \leq \tilde{\omega}_{l}$ by using the fact that $E_{l}^{I}(\omega)$ has no zero in this interval. Equation (3.51) is rewritten
$\Lambda_{l}^{I}(\omega)=\frac{[2(\lambda-1)]^{2+\frac{1}{2}}}{(\omega+1)^{\frac{1}{2}}}$

$$
\begin{equation*}
\times \frac{r_{l}^{I}(\omega)\left[n_{l}^{I}(\omega)\right]^{2}}{\left[(\omega-1)^{l} E_{l}^{I}(\omega)\right]^{2}+\left[(\omega-1)^{l} \rho(\omega) r_{l}^{I}(\omega) n_{l}^{I}(\omega)\right]^{2}} . \tag{3.55}
\end{equation*}
$$

Hence, with the help of Eqs. (3.21), (3.42), one has

$$
\begin{equation*}
\left|\Lambda_{l}^{I}(\omega)\right|<\frac{r}{2^{\frac{1}{2}}}[2(\lambda-1)]^{2+\frac{1}{2}}\left[\nu \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x}\right]^{2} \tag{3.56}
\end{equation*}
$$

$$
\begin{align*}
& \Lambda_{l}^{I}(\omega)=\left[\frac{2(\lambda-1)}{\omega-1}\right]^{2 l+\frac{1}{2}} \frac{1}{\rho(\omega) r_{l}^{I}(\omega)} \\
& \times \frac{\left[\rho(\omega) r_{l}^{I}(\omega) n_{l}^{I}(\omega)\right]^{2}}{\left[E_{l}^{I}(\omega)\right]^{2}+\left[\rho(\omega) r_{l}^{I}(\omega) n_{l}^{I}(\omega)\right]^{2}} \tag{3.51}
\end{align*}
$$

for $1 \leq \omega \leq \tilde{\omega}_{l}$. Thus, Eqs. (3.54) and (3.56) imply that $\Lambda_{l}^{I}(\omega)$ is bounded throughout $1 \leq \omega \leq \lambda$.

For the $S$ wave, Eq. (3.52) becomes

$$
\begin{align*}
\left|\Lambda_{0}^{I}(\omega)\right| & <[2(\lambda-1)]^{\frac{1}{2}}\left(\frac{\tilde{\omega}_{0}+1}{\tilde{\omega}_{0}-1}\right)^{\frac{1}{2}} \frac{(\lambda-1)^{\frac{3}{2}}}{\left(\tilde{\omega}_{0}-1\right)^{2}} \\
& <6^{\frac{1}{2}}(\lambda-1)^{2}\left[\frac{v_{0}}{v_{0}-1} \zeta_{0}\right]^{2} \tag{3.57}
\end{align*}
$$

for $\tilde{\omega}_{0} \leq \omega \leq \lambda$, where Eq. (3.50) has been used, and it has been assumed that $\tilde{\omega}_{0}>2$ (this condition can be checked later from Eqs. (3.68)-(3.70)).

In the range $1 \leq \omega \leq \tilde{\omega}_{0}$, Eq. (3.55) is written (for $l=0$ ) in the form

$$
\begin{align*}
& \Lambda_{0}^{I}(\omega)=\frac{[2(\lambda-1)]^{\frac{1}{2}}}{(\omega+1)^{\frac{1}{2}}} \\
& \quad \times \frac{r_{0}^{I}(\omega)\left[(\omega-1) n_{0}^{I}(\omega)\right]^{2}}{\left[(\omega-1) E_{0}^{I}(\omega)\right]^{2}+\left[(\omega-1) \rho(\omega) r_{0}^{I}(\omega) n_{0}^{I}(\omega)\right]^{2}} \tag{3.58}
\end{align*}
$$

Then, Eqs. (3.32) and (3.49) yield

$$
\begin{equation*}
\left|\Lambda_{0}^{I}(\omega)\right|<r(\lambda-1)^{\frac{1}{2}}\left[v_{0} \frac{a+p_{0}+(\pi / r)\left(q_{0}+\frac{1}{2}\right) x}{1-2^{\frac{3}{2}} x}\right]^{2} \tag{3.59}
\end{equation*}
$$

for $1 \leq \omega \leq \tilde{\omega}_{0}$.

## F. Conditions for a Bounded Mapping

In this subsection, it will be shown that values of $Z$ and $v$ exist such that, for any $\Xi_{l}^{I}(\omega)$ that satisfies Eq. (3.3), the right-hand sides of the inequalities (3.54), (3.56), (3.57), and (3.59) are all less than $Z^{2}$. It will follow then that Eq. (3.5) holds.

As usual, the cases $l \geq 1$ are considered first. It will be shown that, for a general $v>1$, a $Z$ exists such that the right-hand side of Eq. (3.56) is less than $Z^{2}$. Then it will be shown that $\nu$ can be chosen sufficiently large to ensure that the right-hand side of Eq. (3.54) is also less than $Z^{2}$.

The first step, then, is to show that a $Z$ exists such that

$$
\begin{equation*}
r^{\frac{1}{2}} 2^{L}(\lambda-1)^{L+\frac{1}{4}} \nu \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x}<Z \tag{3.60}
\end{equation*}
$$

where the left-hand side here is the square root of the right-hand side of Eq. (3.56). Upon using the definition (3.20), and rearranging the terms, one finds

$$
\begin{equation*}
f(Z) \equiv A Z^{3}+B Z^{2}-Z+C<0 \tag{3.61}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\frac{8(\lambda-1) r}{\pi^{2}} \tag{3.62}
\end{equation*}
$$

$$
\begin{gather*}
B=2^{L+3}(\lambda-1)^{L+\frac{5}{2}} \frac{r^{\frac{1}{2}}}{\pi}\left(q+\frac{1}{2}\right) v,  \tag{3.63}\\
C=2^{L}(\lambda-1)^{L+\frac{1}{4}} r^{\frac{1}{2}} \nu p . \tag{3.64}
\end{gather*}
$$

Notice that $A, B, C$ are positive. The question is whether a positive $Z$ exists for which this cubic polynomial is negative.

In Appendix B, it is shown that a sufficient condition for $f(Z)$ to be negative for a range of positive $Z$ values is

$$
\begin{equation*}
C<\frac{1}{4\left(B^{2}+4 A\right)^{\frac{1}{2}}} \tag{3.65}
\end{equation*}
$$

or, in terms of the coefficients (3.62)-(3.64),

$$
\begin{align*}
& p<\frac{1}{2^{2 L+5}(\lambda-1)^{2 L+\frac{3}{2}} r v^{2}\left[\left(q+\frac{1}{2}\right)^{2}\right.}  \tag{3.66}\\
&\left.+2^{-(2 L+1)}(\lambda-1)^{-\left(2 L+\frac{3}{2}\right)} v^{-2}\right]^{\frac{1}{2}}
\end{align*} .
$$

That is to say, the upper bound on the residues of the poles in the $n$ equation must not be too large. This is the type of condition one might have expected.

It is shown in Appendix B that when Eq. (3.65) is satisfied, then $f(Z)$ is negative for

$$
\begin{equation*}
Z=\frac{1}{2\left(B^{2}+4 A\right)^{\frac{1}{2}}} \tag{3.67}
\end{equation*}
$$

or, using Eqs. (3.62), (3.63), one finds

$$
\begin{align*}
& Z=\pi / 2^{L+4}(\lambda-1)^{L+\frac{5}{4}} r^{\frac{1}{2}} \nu\left[\left(q+\frac{1}{2}\right)^{2}\right. \\
&\left.+2^{-(2 L+1)}(\lambda-1)^{-\left(2 L+\frac{3}{2}\right)} \nu^{-2}\right]^{\frac{1}{2}} \tag{3.68}
\end{align*}
$$

With this value for $Z$, and any $\nu>1$, it has been shown that Eq. (3.3) implies that the right-hand side of Eq. (3.56) is less than $Z^{2}$. The next stage is to show that $v$ can be chosen so that the right-hand side of Eq. (3.54) is also less than $Z^{2}$, i.e., to show that

$$
\begin{align*}
& 6^{\frac{1}{2}} 2^{L}(\lambda-1)^{L+\frac{1}{4}} \\
& \quad \times \frac{v}{v-1}\left[\left(\frac{2 r}{\pi}+B\right) \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x}+q\right]<Z . \tag{3.69}
\end{align*}
$$

By comparing this with Eq. (3.60), one sees that this is accomplished by the following definition:

$$
\begin{equation*}
v-1 \equiv \frac{6^{\frac{1}{2}}}{r^{\frac{1}{2}}}\left[\left(\frac{2 r}{\pi}+B\right)+\frac{q}{p}\right] . \tag{3.70}
\end{equation*}
$$

This value of $v$ is inserted into Eqs. (3.66) and (3.68). Then it has been shown that

$$
\begin{equation*}
\left|\Lambda_{l}^{I}(\omega)\right|<Z^{2} \tag{3.71}
\end{equation*}
$$

for $1 \leq \omega \leq \lambda, l=1,2, \cdots L$.
It remains to be shown that the $S$ wave satisfies the same bound. The bound (3.59) can be seen to be less
than (3.56), term by term, if

$$
\begin{align*}
a+p_{0} & \leq[2(\lambda-1)]^{L} p  \tag{3.72}\\
q_{0} & \leq[2(\lambda-1)]^{L} q
\end{align*}
$$

and if

$$
\begin{equation*}
v_{0}=v \frac{1-2^{\frac{3}{2}} x}{1-x} \tag{3.73}
\end{equation*}
$$

In a similar way, it can be shown that the bound (3.57) is less than (3.54), if the following inequalities are satisfied:

$$
\begin{align*}
& a+p_{0} \leq 2^{L}(\lambda-1)^{L-\frac{3}{2}} \frac{v_{0}-1}{v-1} \frac{B+2 r / \pi}{B_{0}+r 2^{-\frac{1}{2}}+r \pi x / 2} p \\
& q_{0}+\frac{1}{2} \leq 2^{L}(\lambda-1)^{L-\frac{3}{4} \frac{v_{0}-1}{v-1}} \\
& \quad \times \frac{B+2 r / \pi}{B_{0}+3 r 2^{-\frac{1}{2}}-(4-\pi / 2) x}\left(q+\frac{1}{2}\right) \tag{3.74}
\end{align*}
$$

At this point, it is possible to check the inequality (3.53).

Hence, it has been shown that $Z, \nu$, and $\nu_{0}$ can be chosen such that, if the conditions (3.66), and the stronger of Eqs. (3.72) and (3.74) are satisfied, then $\left\|\Lambda_{I}^{I}(\omega)\right\|$ is bounded by $Z^{2}$ for all $l=0,1, \cdots L$.

## 4. CONTINUITY AND COMPACTNESS

It has been shown in the previous section that if conditions (3.66), (3.72), (3.74) are satisfied, and if $Z$ is given by Eqs. (3.68) and (3.70), then the operator $\theta$ maps the set of functions (3.3) into the set (3.5). In this section, it will be shown that this mapping is continuous, and that the functions $\Lambda_{i}^{I}(\omega)$ constitute a compact set.

To demonstrate the continuity, one has to show that, for any $\epsilon>0$, there exists a $\delta>0$ such that for all $\Xi_{l}^{I}(\omega), \hat{\Xi}_{l}^{I}(\omega)$, satisfying Eq. (3.3), for which

$$
\begin{equation*}
\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\|<\delta, \tag{4.1}
\end{equation*}
$$

one has

$$
\begin{equation*}
\left\|\theta \Xi_{l}^{I}(\omega)-\theta \hat{\Xi}_{l}^{I}(\omega)\right\|<\epsilon, \tag{4.2}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left\|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right\|<\epsilon . \tag{4.3}
\end{equation*}
$$

It is therefore enough to show that a number $P$ exists such that

$$
\begin{equation*}
\left\|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right\|<P\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\| \tag{4.4}
\end{equation*}
$$

for arbitrary $\Xi_{l}^{I}(\omega)$, $\hat{\Xi}_{l}^{I}(\omega)$ satisfying Eq. (3.3); for then, given an $\epsilon>0$, one need only choose $\delta=\epsilon / P$ to ensure that Eq. (4.4) follows from Eq. (4.1). The cases $l \geq 1$ will be treated explicitly.

From Eq. (2.20) one has, following a treatment
analogous to that leading to Eq. (3.8),

$$
\begin{equation*}
\left|\alpha_{l}^{I}(\omega)-\dot{\alpha}_{l}^{I}(\omega)\right|<8\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\| . \tag{4.5}
\end{equation*}
$$

Then, from Eq. (2.23),

$$
\begin{align*}
\mid n_{l}^{I}(\omega) & -\hat{n}_{l}^{I}(\omega) \mid \\
& \leq\left|v_{l}^{I}(\omega)-\dot{v}_{l}^{I}(\omega)\right|+\left|h_{l}^{I}(\omega)-\hat{h}_{l}^{I}(\omega)\right| \\
& +\frac{1}{\pi} \int_{l}^{\infty} d \omega^{\prime} \rho\left(\omega^{\prime}\right) r_{l}^{I}\left(\omega^{\prime}\right) \left\lvert\, \frac{F_{l}^{I}\left(\omega^{\prime}\right)-F_{l}^{I}(\omega)}{\omega^{\prime}-\omega} n_{l}^{I}\left(\omega^{\prime}\right)\right. \\
& \left.-\frac{\hat{F}_{l}^{I}\left(\omega^{\prime}\right)-\hat{F}_{l}^{I}(\omega)}{\omega^{\prime}-\omega} \hat{n}_{l}^{I}\left(\omega^{\prime}\right) \right\rvert\, . \tag{4.6}
\end{align*}
$$

On using Eqs. (2.24)-(2.26), one finds

$$
\begin{equation*}
\left|\omega n_{l}^{I}(\omega)-\omega \hat{n}_{l}^{I}(\omega)\right|<P_{1}\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\|, \tag{4.7}
\end{equation*}
$$

where
$P_{1} \equiv \frac{8(\lambda-1)}{\pi}\left[q+\frac{1}{2}+\frac{r p / \pi+\left(q+\frac{1}{2}\right) x}{1-x}\right](1-x)^{-1}$.
In a similar way, it follows from Eq. (3.33) after some algebra, that

$$
\begin{equation*}
\left|E_{l}^{I}(\omega)-\hat{E}_{l}^{I}(\omega)\right| \leq P_{2}\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\|, \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{2} \equiv\left(\frac{2 r}{\pi}+B\right) P_{1} \tag{4.10}
\end{equation*}
$$

Lastly, one has

$$
\begin{align*}
& {\left[\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right]=\left[\frac{2(\lambda-1)}{\omega-1}\right]^{2 l+\frac{1}{2}} \rho(\omega) r_{l}^{I}(\omega)} \\
& \times \frac{\left[n_{l}^{I}(\omega) \hat{E}_{l}^{I}(\omega)\right]^{2}-\left[\hat{n}_{l}^{I}(\omega) E_{l}^{I}(\omega)\right]^{2}}{\left[C_{l}^{I}(\omega) \hat{C}_{l}^{I}(\omega)\right]^{2}}, \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
C_{l}^{I}(\omega) \equiv\left\{\left[E_{l}^{I}(\omega)\right]^{2}+\left[\rho(\omega) r_{l}^{I}(\omega) n_{l}^{I}(\omega)\right]^{2}\right\}^{\frac{1}{2}} \tag{4.12}
\end{equation*}
$$

and similarly for $\mathcal{C}_{l}^{I}(\omega)$. The last factor in Eq. (4.11) can be written

$$
\frac{\frac{1}{2}(n \hat{E}+\hat{n} E)[(n+\hat{n})(\hat{E}-E)+(\hat{E}+E)(n-\hat{n})]}{[C C]^{2}}
$$

where arguments and indices have been omitted. Use is then made of the inequality

$$
\begin{equation*}
\left|E_{l}^{I}(\omega) / C_{l}^{I}(\omega)\right| \leq 1, \tag{4.13}
\end{equation*}
$$

so that one has

$$
\begin{aligned}
& \left|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right| \\
& \quad \leq[2(\lambda-1)]^{2 l+\frac{1}{2}}(\omega+1)^{\frac{1}{2}} r_{l}^{I}(\omega)(\omega-1)^{-2 l}
\end{aligned}
$$

$$
\frac{1}{2}\left[\frac{n_{l}^{I}(\omega)}{C_{l}^{I}(\omega)}+\frac{\hat{n}_{l}^{I}(\omega)}{\hat{C}_{l}^{I}(\omega)}\right]\left\{\frac{n_{l}^{I}(\omega)+\hat{n}_{l}^{I}(\omega)}{C_{l}^{I}(\omega) C_{l}^{I}(\omega)}\left|E_{l}^{I}(\omega)-\hat{E}_{l}^{I}(\omega)\right|\right.
$$

$$
\begin{equation*}
\left.+\left[\frac{1}{C_{l}^{I}(\omega)}+\frac{1}{\hat{C}_{l}^{I}(\omega)}\right]\left|n_{l}^{I}(\omega)-\hat{n}_{l}^{I}(\omega)\right|\right\} \tag{4.14}
\end{equation*}
$$

In the interval $1 \leq \omega \leq \tilde{\omega}_{l}$, one sees that the bound (3.42) implies

$$
\begin{equation*}
\left|(\omega-1)^{l} C_{l}^{I}(\omega)\right|>\frac{1}{v} \tag{4.15}
\end{equation*}
$$

and similarly for $(\omega-1)^{l} \hat{C}_{l}^{L}(\omega)$. Hence, in this interval one can absorb the factor $(\omega-1)^{-2 l}$ in Eq. (4.14) into the factors $1 / C_{l}^{I}(\omega)$ and $1 / C_{l}^{I}(\omega)$, at least two of which occur for each term. Hence,

$$
\begin{align*}
\left|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right|<P_{3} & \left|n_{l}^{I}(\omega)-\hat{n}_{l}^{I}(\omega)\right| \\
& +P_{4}\left|E_{l}^{I}(\omega)-\hat{E}_{l}^{I}(\omega)\right| \tag{4.16}
\end{align*}
$$

for $1 \leq \omega \leq \tilde{\omega}_{l}$, where

$$
\begin{aligned}
& P_{3}=[2(\lambda-1)]^{2 l+\frac{1}{2}} 2^{\frac{3}{2}} r v^{2} \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \\
& P_{4}=v\left(\tilde{\omega}_{l}-1\right)^{2} \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} P_{3}
\end{aligned}
$$

Equations (4.7), (4.9), and (4.16) imply

$$
\begin{equation*}
\left|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right|<\left(P_{1} P_{4}+P_{2} P_{3}\right)\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\| \tag{4.17}
\end{equation*}
$$

for $1 \leq \omega \leq \tilde{\omega}_{l}$. This is part of the demonstration of Eq. (4.4). It is necessary now to show a similar bound for the interval $\tilde{\omega}_{l} \leq \omega \leq \lambda$.

In the interval $\tilde{\omega}_{l} \leq \omega \leq \lambda$, the factor $(\omega-1)^{-2 l}$ in Eq. (4.14) is no longer an incipient source of difficulty, since it is finite. However, the inverses of the quantities $C_{l}^{I}(\omega), \hat{C}_{l}^{I}(\omega)$ are potential problems, since these inverses can, in general, become unbounded. A zero of $C_{l}^{I}(\omega)$ corresponds to a simultaneous zero of $E_{l}^{I}(\omega)$ and $n_{l}^{I}(\omega)$ [see Eq. (4.12)], that is to say, to an extinct bound state. ${ }^{11}$ If such a coincidence occurs in the region $\tilde{\omega}_{l} \leq \omega \leq \lambda$, the proof of the continuity of the operator $\theta$ breaks down. It will be shown that the CDD poles $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ can be chosen in such a way that no extinct bound states occur in the physical region, so that $\left|C_{l}^{I}(\omega)\right|$ has a lower bound, whence the continuity of $\theta$ can be deduced: There will still be a continuum of possibilities for the CDD parameters. In this section, it is shown that $p_{l}^{I}(\omega)$ can be chosen so that $n_{l}^{I}(\omega)$ has no zeros in the physical region, so that $\left|n_{l}^{I}(\omega)\right|$ and, hence, $\left|C_{l}^{I}(\omega)\right|$ have lower bounds. It will then be possible to complete the existence proof for the amplitude $A_{l}^{I}(\omega)$. However, it will be shown in Sec. 5 that this is not sufficiently general to exclude ghosts (i.e., poles of $A_{l}^{I}(\omega)$ on the physical sheet) in all cases. In that section it will be shown that the zeros of $E_{l}^{I}(\omega)$ and $n_{l}^{I}(\omega)$ can be made to alternate in the physical region, in such a way that $C_{l}^{I}(\omega)$ always has a lower bound, and that $A_{l}^{I}(\omega)$ has no ghosts.

[^110]For the present, it will be shown how $p_{l}^{I}(\omega)$ can be chosen so that $n_{l}^{I}(\omega)$ has no zeros in the physical region. This will be of use in the more general treatment of Sec. 5. The integral Eq. (2.23) can be manipulated to give

$$
\begin{align*}
& \left|\omega n_{l}^{I}(\omega)-\omega p_{l}^{I}(\omega)\right| \\
& \quad<x\left[\frac{\pi}{r}\left(q+\frac{1}{2}\right)+\frac{\pi}{2^{L+\frac{3}{2}}(\lambda-1)^{L+\frac{3}{2}} r v} x^{\frac{1}{2}}\right] \\
& \quad<\frac{\pi\left\{1+x^{\frac{1}{2}} /\left[2^{L+\frac{1}{2}}(\lambda-1)^{L+\frac{3}{2}} r v\left(q+\frac{1}{2}\right)\right]\right\}}{2^{2 L+5}(\lambda-1)^{2 L+\frac{3}{2}} v^{2}\left(q+\frac{1}{2}\right) r} . \tag{4.18}
\end{align*}
$$

The function $\omega p_{l}^{I}(\omega)$ is a rational function that can be written, in general, as the quotient of two $\nu$ thorder polynomials. The roots of the denominator lie in the interval $-1<\omega<0$. The roots of the numerator give the zeros of $\omega p_{l}^{I}(\omega)$. Hence, if $p_{l}^{I}(\omega)$ is chosen such that none of the zeros of $\omega p_{l}^{I}(\omega)$ are in the physical region $1 \leq \omega<\infty$, then $\omega p_{l}^{I}(\omega)$ will have an invariable sign throughout the region, and so $\left|\omega p_{l}^{I}(\omega)\right|$ will have a nonzero lower bound, say $\min \left|\omega p_{l}^{I}(\omega)\right|$. Since $v-1>\frac{6^{\frac{1}{2}} q}{r^{\frac{1}{2}} p}$ [see Eq. (3.70)], it follows that $q / p$ can be made so large that the right-hand side of Eq. (4.18) is smaller than $\min \left|\kappa p_{l}^{I}(\omega)\right|$. Then Eq. (4.18) implies that $\left|\omega n_{l}^{I}(\omega)\right|$ is always greater than the difference between $\min \left|\omega p_{i}^{I}(\omega)\right|$ and the right-hand side. Let $\eta_{l}^{I}$ be this lower bound for $\left|\omega n_{l}^{I}(\omega)\right|$ in $1 \leq \omega<\infty$, for all $I$, $l$. Hence, Eq. (4.12) implies

$$
\begin{equation*}
\left|C_{l}^{I}(\omega)\right|>\rho\left(\tilde{\omega}_{l}\right) \eta_{l}^{I} \tag{4.19}
\end{equation*}
$$

for all $\tilde{\omega}_{l} \leq \omega \leq \lambda$, and similarly for $\hat{C}_{l}^{l}(\omega)$. Hence, Eq. (4.14) gives

$$
\begin{align*}
\left|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right|<P_{3}^{\prime} & \left|n_{l}^{I}(\omega)-\hat{n}_{l}^{I}(\omega)\right| \\
& +P_{4}^{\prime}\left|E_{l}^{I}(\omega)-\hat{E}_{l}^{I}(\omega)\right| \tag{4.20}
\end{align*}
$$

for $\tilde{\omega}_{l} \leq \omega \leq \lambda$, where

$$
\begin{aligned}
P_{3}^{\prime}= & {\left[\frac{2(\lambda-1)}{\tilde{\omega}_{l}-1}\right]^{2 l+\frac{1}{2}} 2 r\left(\tilde{\omega}_{l}^{2}-1\right)^{\frac{1}{2}} } \\
& \times\left[\rho\left(\tilde{\omega}_{l}\right) \eta_{l}^{I}\right]^{-2} \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \\
P_{4}^{\prime}= & {\left[\rho\left(\tilde{\omega}_{l}\right) \eta_{l}^{I}\right]^{-1} \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} P_{3}^{\prime} }
\end{aligned}
$$

and so
$\left|\Lambda_{l}^{I}(\omega)-\hat{\Lambda}_{l}^{I}(\omega)\right|<\left(P_{1} P_{4}^{\prime}+P_{2} P_{3}^{\prime}\right)\left\|\Xi_{l}^{I}(\omega)-\hat{\Xi}_{l}^{I}(\omega)\right\|$
for $\tilde{\omega}_{l} \leq \omega \leq \lambda$. The reader who has persevered to this point can be safely left to supply a parallel proof for the $S$ wave.

Inequalities (4.17) and (4.21) are equivalent to Eq. (4.4), if one defines

$$
\begin{equation*}
P \equiv \max \left[P_{1} P_{4}+P_{2} P_{3}, P_{1} P_{4}^{\prime}+P_{2} P_{3}^{\prime}\right] \tag{4.22}
\end{equation*}
$$

With this definition, the continuity of $\theta$ is proven.

## A. Compactness

It has been shown that $\theta$ maps the set of functions that satisfy Eq. (3.3), say $T$, into itself. It is the purpose of this section to show that $\theta$ actually maps $T$ into a compact subset of itself, say $T^{\prime}$. That is, if $\Xi_{l}^{I}(\omega)$ belongs to $T$, one must show that $\Lambda_{l}^{I}(\omega)$ belongs to $T^{\prime}$. This can be done, according to Arzelá's theorem, by showing that the functions $\Lambda^{I}(\omega)$ are equi-continuous. These ideas are explained in Appendix A.

To demonstrate the equi-continuity of $\Lambda_{l}^{I}(\omega)$, it is enough to show the equi-continuity of $n_{l}^{I}(\omega)$ and ( $\omega-1)^{l} E_{l}^{I}(\omega)$, since the denominator in Eq. (3.55), namely $\left[(\omega-1)^{l} C_{l}^{I}(\omega)\right]^{2}$, has a uniform lower bound in $1 \leq \omega \leq \lambda$. It is easy to show from Eq. (2.23) that $n_{l}^{I}(\omega)$ is equi-continuous, since each of the terms on the right-hand side is equi-continuous. For example, one can see that the kernel is equi-continuous as follows: Since $\alpha_{l}^{I}(\omega)$ is uniformly bounded for $\Xi_{l}^{I}(\omega)$ in $T$, and since $n_{l}^{I}(\omega)$ is uniformly bounded, as the work of Sec. 3 shows, and since the integral in Eq. (2.23) converges uniformly with respect to $\omega$, it follows that this integral is equi-continuous. In a similar way, it can be shown, from Eq. (3.33), that ( $\omega-1)^{l} E_{l}^{I}(\omega)$ is equi-continuous, if it is supposed that $r_{l}^{I}(\omega)$ is such that

$$
\frac{P}{\pi} \int_{1}^{\infty} \frac{d \omega^{\prime} r_{l}^{I}(\omega) \rho\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime}-\omega\right)}
$$

is continuous with respect to $\omega$.
Thus, it has been shown that $\Lambda_{t}^{I}(\omega)$ is equi-continuous for all $l \neq 0$; and the reader may easily fabricate a similar proof for the $S$ wave. Hence, $\theta$ maps $T$ into a compact subset of itself, and the Schauder fixed-point principle is accordingly applicable to the $N / D$ system. Under the restrictions on $p_{l}^{I}(\omega)$ and $q_{l}^{I}(\omega)$ which have been specified, one can now assert the existence of a solution. However, in general there will be zeros of $d_{l}^{I}(\omega)$ on the physical sheet of $\omega$. The purpose of the next section is to show that, by making somewhat more stringent requirements on the CDD pole parameters, one can ensure that all the zeros of $d_{l}^{I}(\omega)$ are on unphysical sheets. This involves a generalization of the requirement that $n_{l}^{I}(\omega)$ has a constant sign in $1 \leq \omega<\infty$; but the essential point, that $(\omega-1)^{l} C_{l}^{I}(\omega)$ has a uniform lower bound, is retained.

## 5. CONDITIONS FOR THE ABSENCE OF GHOSTS

In the previous sections, it has been shown that the crossing symmetric $N / D$ equations have solutions, if certain conditions are satisfied. The main result of interest is probably the fact that the CDD ambiguity is not resolved by the requirement of crossing symmetry for the absorptive part. However, in general, a solution of an arbitrary $N / D$ system will have ghosts; and so one might suggest that the CDD ambiguity may be resolved, after all, if one takes into account the physical requirement that the $D$ function has no zeros. Indeed, it is the case that a "strong" CDD pole is often associated with a nearby ghost, so the temptation to equate a ghost-free solution with the absence of CDD pokes is particularly strong.

It is the purpose of this section to dispel that idea, and to show that some CDD poles are consistent with the requirement of no ghosts. The physical reason for this is rather clear. If the CDD pole is in, or near, the physical region, the associated zero of the $D$ function can be displaced in a complex direction into the unphysical sheet. If the sign of the $N$ function is correct, this zero will correspond to a resonance. This is not merely an academic possibility. The $\rho$-meson occurs in the $I=1, J=1$ state, and the $f^{0}$-meson in $I=0, J=2$. Moreover, there is rather strong evidence ${ }^{12}$ now for a broad $\sigma$ resonance in $I=0$, $J=0$. Any, or all of these states may be associated with a CDD pole. There is even some circumstantial evidence that this is the case for the $\rho$-meson, as is discussed in the next section.

There are several different ways in which one could define an $N / D$ system which is free from ghosts. The following demonstration will be a sketch only, since it is not intended to be part of the existence proof, and no attempt will be made to set up general conditions for the absence of ghosts.

Equation (3.43) yields, by a sequence which parallels that leading to Eq. (3.48),

$$
\begin{align*}
& \left|E_{l}^{I}(\omega)-\frac{1}{(\omega-1)^{l}}-q_{l}^{I}(\omega)\right| \\
& \quad<\left(\frac{2 r}{\pi}+B\right) \frac{p+(\pi / r)\left(q+\frac{1}{2}\right) x}{1-x} \tag{5.1}
\end{align*}
$$

for $l \neq 0$. The rational function $(\omega-1)^{-l}+q_{l}^{I}(\omega)$ can be written, in general, as the quotient of two ( $\mu+l-1$ )th-order polynomials, which will possess ( $\mu+l-1$ ) zeros. For large $q_{l}^{I}(\omega)$, this rational function will be larger than the right-hand side of
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Fig. 1. Interleaving zeros of $\left.n_{l}^{I}\right) \omega$ ) and $E_{l}^{I}(\omega) . \times=$ Zero of $n_{l}^{I}(\omega)$, $\bigcirc=$ Zero of $E_{i}^{I}(\omega),=$ Zero of $d_{i}^{I}(\omega)$ (on the unphysical sheet).

Eq. (5.1), except in a finite, calculable circle surrounding each of the ( $\mu+l-1$ ) zeros mentioned above. Within each circle there will be, somewhere, a zero of $E_{l}^{I}(\omega)$, corresponding to the zero of $(\omega-1)^{-l}+q_{l}^{I}(\omega)$ at its center. The object is to show that the zero can be displaced from the center of the circle onto the unphysical sheet. Suppose that $q_{l}^{I}(\omega)$ is chosen so that all the zeros of $(\omega-1)^{-l}+q_{l}^{I}(\omega)$ lie along the physical region $1 \leq \omega \leq \infty$. Moreover, suppose that these zeros are sufficiently separated that the circles, centered about each one of them, within which a zero of $E_{l}^{I}(\omega)$ lies, do not overlap. Then, $\left|E_{l}^{I}(\omega)\right|$ has a lower bound outside the union of all these circles.

Suppose that $\omega_{0}$ is a typical (real) zero of $E_{l}^{I}(\omega)$. Then, $d_{l}^{I}(\omega)$ can be expanded about $\omega=\omega_{0}$ to give

$$
\begin{align*}
d_{l}^{I}(\omega) \approx- & i r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right)+\left(\omega-\omega_{0}\right) \\
& \times\left\{E_{l}^{\left.I^{\prime}\left(\omega_{0}\right)-i\left[r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right)\right]^{\prime}\right\}}\right. \tag{5.2}
\end{align*}
$$

for $\omega \approx \omega_{0}$. Hence, $d_{l}^{I}(\omega)=0$ for

$$
\begin{equation*}
\omega-\omega_{0} \approx \frac{i r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right)}{E_{l}^{I}\left(\omega_{0}\right)-i\left[r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right)\right]^{\prime}} . \tag{5.3}
\end{equation*}
$$

Hence, the imaginary part of this is

$$
\begin{equation*}
\operatorname{Im} \omega \approx \frac{r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right) E_{l}^{I^{\prime}}\left(\omega_{0}\right)}{\left[E_{l}^{\left.I^{\prime}\left(\omega_{0}\right)\right]^{2}+\left\{\left[r_{l}^{I}\left(\omega_{0}\right) \rho\left(\omega_{0}\right) n_{l}^{I}\left(\omega_{0}\right)\right]^{\prime}\right\}^{2}} . . . ~ . ~\right.} \tag{5.4}
\end{equation*}
$$

If $n_{l}^{I}\left(\omega_{0}\right)$ and $E_{l}^{I^{\prime}}\left(\omega_{0}\right)$ have opposite signs, then $\operatorname{Im} \omega$ is negative, and the zero of $d_{l}^{I}(\omega)$ is on the unphysical sheet. Since $E_{l}^{I}(\omega)$ has a succession of simple zeros at each of the points $\omega_{0}$, it follows that the sign of $E_{l}^{I^{\prime}}(\omega)$ alternates from one zero of $E_{l}^{I}(\omega)$ to the next. Hence, it must be shown that $p_{l}^{I}(\omega)$, the inhomogeneous term in the $n$ equation, can be chosen in such a way that $n_{l}^{I}(\omega)$ alternates in sign between the zeros of $E_{l}^{I}(\omega)$, so that $n_{l}^{I}\left(\omega_{0}\right) E_{l}^{I^{\prime}}\left(\omega_{0}\right)$ can be made always negative. It must be shown, therefore, that $n_{l}^{I}(\omega)$ can be forced to have real zeros that interleave those of $E_{l}^{I}(\omega)$.

It has already been noted that $q$ can be made sufficiently large to ensure that the right-hand side of Eq. (4.22) is smaller than $\omega p_{l}^{I}(\omega)$, except in the immediate vicinity of one of the $v$ zeros of this rational function. Suppose that $\omega p_{l}^{I}(\omega)$ is chosen so that its zeros lie in the physical region, in such a way that they interleave the zeros of $(\omega-1)^{-l}+q_{l}^{I}(\omega)$. For this to be possible, it must be supposed that $(\omega-1)^{-2}+$ $q_{l}^{I}(\omega)$, when written out as a rational fraction, has a numerator of order not greater than $(\nu+1)$, rather than the maximum of $(\mu+l-1)$. This can certainly be done. While this means that the centrifugal term ( $\omega-1)^{-l}$ imposes a restriction on the CDD pole residues, it is equally clear that it does not determine them. Suppose, more particularly, that the zeros of $\omega p_{l}^{I}(\omega)$ are made to lie in those intervals of the real axis where no zeros of $E_{l}^{I}(\omega)$ may lie. Around each zero of $\omega p_{l}^{I}(\omega)$, one may specify an interval within which a (real) zero of $n_{t}^{I}(\omega)$ must lie. By making $q$ large enough, one can ensure that this interval is so small that none of the intervals in which $n_{l}^{I}(\omega)$ has a zero overlap any of the intervals in which $E_{l}^{I}(\omega)$ has a zero. Hence, the zeros of $n_{l}^{I}(\omega)$ and $E_{l}^{I}(\omega)$ alternate, and so all the zeros of $d_{l}^{L}(\omega)$ can be made to lie on the unphysical sheet. This sketch may be made more transparent by a reference to Fig. 1.

It is clear that the function $C_{l}^{I}(\omega)$, defined in Eq. (4.12), has a uniform lower bound throughout $\tilde{\omega}_{l} \leq \omega<\infty$, since the zeros of $n_{l}^{I}(\omega)$ and $E_{l}^{I}(\omega)$ lie in mutually exclusive intervals. Hence, the continuity and compactness proofs of Sec. 4 are not disrupted.

## 6. CONCLUSION

In this paper it has been shown that, under certain conditions, the crossing-symmetric $N / D$ equations have solutions. These conditions may be summarized by saying that the inhomogeneous terms in the amplitude (the $N$-pole terms divided by the $D$-pole terms) must not be too large. In the special case that
there are no inhomogeneities in the $N$ equation, the trivial (identically zero) amplitude satisfies the $N / D$ equations. As the inhomogeneity is perturbed away from zero, so the solution is perturbed away from zero. However, in general the phase shift will not be identically zero in the trivial case. It will be zero, modulo $\pi$, and will suffer a discontinuity of $\pi$ at each zero of the $D$ function, if any such occur in the physical region. As the $N$ function discontinuities are increased from zero, these abrupt changes by $\pi$ are replaced by continuous, resonant phase shifts.

No attempt has been made in this paper to find the largest bounds under which the existence proof will work. In particular, the bound (3.6), in which all the cancellations caused by the oscillations of

$$
P_{l}\left(1-2 \frac{\omega^{\prime}+1}{\omega+1}\right)
$$

in Eq. (2.20) have been ignored, is particularly poor. There can be no doubt that a more detailed account of this cancellation would relax considerably the permitted bounds on the inhomogeneities. Presumably, certain maximal bounds exist, below which the existence of a solution would be provable.

There is already considerable evidence ${ }^{13.14}$ that bootstrap models of the $\rho$-meson do not succeed in producing a sufficiently narrow resonance. On the other hand, an $S U(6)$ model of meson-meson scattering ${ }^{15}$ suggests that a one-channel CDD pole should be included in the $P$-wave of the $\pi \pi$ amplitude. It is clear that such a CDD pole would permit a much narrower $\rho$ resonance (although of course the $\rho$ parameters would only be calculable in terms of the CDD pole residues). On the other hand, it might be that a CDD solution would not permit a sufficiently broad $\rho$ resonance, before a ghost manifested itself in one of the other partial waves, perhaps the $I=0$ $S$ wave. If, following the work of Lovelace et al., ${ }^{12}$ one accepts the existence of a $\sigma$-meson, it may be that this state is engendered by the exchange of a CDD $\rho$-meson. This is, of course, a picturesque, "bootstrap" manner of expression. What is really meant is that perhaps the $\sigma$-meson will be produced in a crossingsymmetric $\pi \pi$ system in which there is no CDD pole in the $S$ waves, but one in the $P$ wave. The left-hand cut in the $l=0, I=0$ equation will be affected by the presence of the CDD pole in the $P$ wave. It may be that an upper limit on the CDD pole strength, and so on the $\rho$-meson width, would be imposed by the

[^112]requirement that the $\sigma$-meson pole should not encroach upon the physical sheet. It is not clear whether a CDD pole would be necessary in the $J=2, I=0$ wave, to account for the $f^{0}$-meson.

The speculative considerations of the previous paragraph are in part inspired by a series of papers by Shirkov et al., ${ }^{16,17}$ who examined CDD branches of the so-called differential approximation of the $\pi \pi$ equations. The general finding is that the $\rho$ width cannot be made large enough, although the $\sigma$-meson can be incorporated naturally. It is expected that an existence proof could be constructed for the Shirkov equations, and it is hoped to do this in a future work.

However, it is rather obvious today that a satisfying solution of the $\pi \pi$ problem cannot be given solely in terms of the $N / D$ equations. In particular, it is not clear that the requirement of crossing for the real part of the amplitude would not materially reduce, remove, or even overdetermine the CDD ambiguity. Hence a treatment of the Mandelstam generalized unitarity equations ${ }^{18}$ seems imperative, with, presumably, an explicit or implicit projection of the leading complex angular momentum singularities. The difficulties in the way of such an application of the fixed-point theorem are legion, but their mastering would probably yield very interesting information concerning the permitted forms of the "strip cutoff function," ${ }^{19}$ which is a manifestation of the other channels to which the $\pi \pi$ channel is coupled, through unitarity.

## ACKNOWLEDGMENTS

Thanks are due to Dr. K. Bardakci, Dr. C. Lovelace, and Dr. J. W. Moffat for interesting discussions.

## APPENDIX A

Some fundamental ideas of functional analysis are explained in this Appendix. The definitions and theorems are not given in their most general forms, but only in sufficient generality for the text of this paper.

Let $\Xi(\omega)$ be a function belonging to a Banach space $B$, and let $\theta$ be an operator mapping $B$ into itself. Define

$$
\begin{equation*}
\Lambda(\omega)=\theta \Xi(\omega) \tag{Al}
\end{equation*}
$$

Let $T$ be the set of all functions $\Xi(\omega)$ for which

$$
\begin{equation*}
\|\Xi(\omega)\| \leq Z^{2} \tag{A2}
\end{equation*}
$$

where the left-hand side of Eq. (A2) is the norm of

[^113]$\Xi(\omega)$, defined in $B$, and $Z$ is some number. Suppose that $\theta$ is such that Eqs. (A1) and (A2) imply
\[

$$
\begin{equation*}
\|\Lambda(\omega)\| \leqq Z^{2} \tag{A3}
\end{equation*}
$$

\]

for some $Z$. Then $\theta$ is a bounded operator mapping $T$ into some subset of itself, say $T^{\prime}$.

The operator $\theta$ is said to be continuous for the mapping $T \rightarrow T^{\prime}$, if, for any $\epsilon>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
\|\Xi(\omega)-\hat{\underline{\Xi}}(\omega)\|<\delta \tag{A4}
\end{equation*}
$$

implies

$$
\begin{equation*}
\|\theta \Xi(\omega)-\theta \hat{\Xi}(\omega)\|<\epsilon, \tag{A5}
\end{equation*}
$$

where $\Xi$ and $\hat{\Xi}$ belong to $T$. Boundedness implies continuity for a linear operator, but not, in general, for a nonlinear operator.

A set in a Banach space, say $T^{\prime}$, is compact if every infinite sequence of points belonging to $T^{\prime}$ contains at least one subsequence that converges to some point of $T^{\prime}$.

## The Fixed-Point Principle of Schauder

If $\theta$ maps $T$ continuously into a compact subset $T^{\prime}$ of $T$, then at least one "point" $\Xi$ of $T$ exists for which

$$
\begin{equation*}
\Xi(\omega)=\theta \Xi(\omega) \tag{A6}
\end{equation*}
$$

Sections 3 and 4 are concerned with the application of this theorem to the crossing-symmetric $N / D$ equations. The norm that defines the space $B$ is given in Eq. (3.2). In Sec. 3, it is shown that a set $T$ exists such that, if $\theta$ maps $T$ into $T^{\prime}$, then $T^{\prime}$ is contained in $T$. In Sec. 4 , it is first shown that the operator $\theta\left(T \rightarrow T^{\prime}\right)$ is continuous. Then it is shown that $T^{\prime}$ is compact, so that the Schauder principle applies. Hence, a solution of the crossing-symmetric equation (A6) exists.

The proof of continuity is a direct application of the definition Eqs. (A4)-(A5). The compactness of $T^{\prime}$ is shown by using the following principle:

Arzela's Theorem: The set $T^{\prime}$ of functions $\Lambda(\omega)$, defined on $1 \leq \omega \leq \lambda$, is compact if the functions $\Lambda(\omega)$ are uniformly bounded and equi-continuous in $1 \leq \omega \leq \lambda$.
The uniform boundedness follows from the work of Sec. 3. The functions $\Lambda(\omega)$ are said to be equicontinuous if, for any $\epsilon>0$, there exists a $\delta>0$, such that

$$
\begin{equation*}
\left|\Lambda\left(\omega_{1}\right)-\Lambda\left(\omega_{2}\right)\right|<\epsilon \tag{A7}
\end{equation*}
$$

for all $\omega_{1}, \omega_{2}$ in the closed interval [1, $\lambda$ ], for which

$$
\begin{equation*}
\left|\omega_{1}-\omega_{2}\right|<\delta \tag{A8}
\end{equation*}
$$

and for all $\Lambda(\omega)$ in $T^{\prime}$. It is this specification of uniformity with respect to $\Lambda$ that constitutes the difference between continuity and equi-continuity.

## APPENDIX B

Suppose that the coefficients $A, B, C$, are positive, then it is required to find a sufficient condition such that the polynomial

$$
\begin{equation*}
f(Z) \equiv A Z^{3}+B Z^{2}-Z+C \tag{B1}
\end{equation*}
$$

has two real, positive roots.
Consider the quadratic

$$
\begin{equation*}
g(Z) \equiv A Z^{2}+B Z-1 \tag{B2}
\end{equation*}
$$

This has one positive root at $Z=Z_{1}$, given by

$$
\begin{align*}
\mathrm{Z}_{1} & =\frac{1}{2 A}\left[\left(B^{2}+4 A\right)^{\frac{1}{2}}-B\right] \\
& =\frac{2}{\left(B^{2}+4 A\right)^{\frac{1}{2}}+B} . \tag{B3}
\end{align*}
$$

Moreover, $g(0)=-1$. It follows that $Z g(Z)$ is negative between $Z=0$ and $Z=Z_{1}$ (see Fig. 2). Hence, $f(Z)$ will have two real, positive roots if $C$ is less than the maximum value of $|Z g(Z)|$. This condition will be expressed in a strengthened form, for simplicity.

Let

$$
\begin{equation*}
Z_{1}^{\prime}=\frac{1}{\left(B^{2}+4 A\right)^{\frac{1}{2}}}<Z_{1} \tag{B4}
\end{equation*}
$$

Since the chord $(0,-1)$ to $\left(Z_{1}, 0\right)$ lies wholly inside the parabola, it follows a fortiori that the line segment $(0,-1)$ to $\left(Z_{1}^{\prime}, 0\right)$ lies inside it (see Fig. 2). The midpoint of this segment is $\left(Z_{0},-\frac{1}{2}\right)$, where

$$
\begin{equation*}
Z_{0}=\frac{1}{2} Z_{1}^{\prime}=\frac{1}{2\left(B^{2}+4 A\right)^{\frac{1}{2}}} \tag{B5}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
g\left(Z_{0}\right)<-\frac{1}{2}, \tag{B6}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(Z_{0}\right)<C-\frac{1}{4\left(B^{2}+4 A\right)^{\frac{1}{2}}} . \tag{B7}
\end{equation*}
$$



Fig. 2. Cubic polynomial for the $N / D$ system.

Hence, a sufficient condition for two positive roots is Hence,

$$
\begin{equation*}
C<\frac{1}{4\left(B^{2}+4 A\right)^{\frac{1}{2}}} . \tag{B8}
\end{equation*}
$$

$$
\begin{align*}
\sum_{l=0}^{\infty}(2 l+1) & \int_{1}^{\infty} d x(x+1)^{-\left(2 l+\frac{5}{2}\right)} P_{l}(x) \\
& =\int_{1}^{\infty} \frac{\left[(x+1)^{4}-1\right] d x}{(x+1)^{\frac{1}{2}}\left[(x+1)^{2}\left(x^{2}+1\right)+1\right]^{\frac{3}{2}}} \tag{C3}
\end{align*}
$$

The generating series for the Legendre polynomials

$$
\begin{equation*}
\sum_{l=0}^{\infty} \omega^{l} P_{l}(x)=\left(1-2 x \omega+\omega^{2}\right)^{-\frac{1}{2}} \tag{C1}
\end{equation*}
$$

certainly converges absolutely and uniformly with respect to $x$, if $x$ and $\omega$ are real numbers satisfying

$$
\begin{equation*}
x \geq 1 \tag{C4}
\end{equation*}
$$

where the interchange in order of sum and integral is permissible. It can be shown that this integral is less than $\frac{2}{3}$. Hence,

$$
\sum_{l=0}^{L}(2 l+1) \int_{1}^{\infty} d x(x+1)^{-\left(2 l+\frac{\xi}{\xi}\right)} P_{l}(x)<\frac{2}{3}
$$

$$
\begin{equation*}
0 \leq \omega<\frac{1}{x+\left(x^{2}+1\right)^{\frac{1}{2}}} \tag{C2}
\end{equation*}
$$

for any $L$.
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#### Abstract

The necessary and sufficient conditions that a Ricci tensor should represent the energy tensor of a complex scalar field are given for the general non-null case. The complexion gradient of the field is determined only to within a sign by the Ricci tensor, unlike the case of the electromagnetic problem. The physical content of a field which corresponds to massless "pions" is expressed entirely in geometric terms within the Rainich scheme.


## I. INTRODUCTION

IN a previous paper, ${ }^{1}$ we have found the necessary and sufficient conditions that a Ricci tensor should algebraically represent the energy tensor of a complex scalar field. In the present analysis, we want to solve the problem of specifying the necessary and sufficient differential equations which a Ricci tensor must fulfill in order for it to represent the energy tensor of the complex scalar field.

The notation and aims of the present analysis have been explained in previous work, ${ }^{1}$ and we will only briefly recapitulate the essential features of the algebraic problem in the next section.

It will be seen that the present problem is analogous to the electromagnetic problem solved by Rainich ${ }^{2}$ with an essential difference. The complexion gradient ${ }^{3}$ of the complex scalar field is determined by the Ricci tensor only to within a sign.

We present the analysis only for the general field, ignoring the null and degenerate special cases mentioned in the algebraic analysis. ${ }^{1}$ The reason for doing so is to avoid unnecessary formal complications. The special cases may be examined separately, as is most profitably done in the electromagnetic problem. ${ }^{3}$

## II. REVIEW OF ALGEBRAIC PROBLEM

In the previous paper, ${ }^{1}$ we displayed certain algebraic conditions which ensured that the Ricci tensor be of the form

$$
\begin{equation*}
R_{\mu v}=A_{\mu} A_{v}+B_{\mu} B_{v}, \tag{I}
\end{equation*}
$$

where $A_{\mu}$ and $B_{v}$ are independent vector fields. We also noted that $R_{\mu \nu}$ was unchanged by the duality rotations,

$$
\begin{align*}
& A_{\mu} \rightarrow A_{\mu}^{\prime}=A_{\mu} \cos \theta+B_{\mu} \sin \theta  \tag{2}\\
& B_{\mu} \rightarrow B_{\mu}^{\prime}=-A_{\mu} \sin \theta+B_{\mu} \cos \theta . \tag{3}
\end{align*}
$$

[^114]Indeed, the duality invariance of $R_{\mu \nu}$ shows that we may pick the vector fields in a special way by fixing the value of the complexion angle arbitrarily at some point in space-time. Thus, consider the two scalars

$$
\begin{align*}
& I_{1} \equiv A^{\alpha} A_{\alpha}-B^{\alpha} B_{\alpha},  \tag{4}\\
& I_{2} \equiv 2 A^{\alpha} B_{\alpha}, \tag{5}
\end{align*}
$$

which under duality rotations transform as follows:

$$
\begin{align*}
& I_{1}^{\prime}=I_{1} \cos 2 \theta+I_{2} \sin 2 \theta,  \tag{6}\\
& I_{2}^{\prime}=-I_{1} \sin 2 \theta+I_{2} \cos 2 \theta \tag{7}
\end{align*}
$$

Without affecting the Ricci tensor, then, we may pick the vector fields in some special way by choosing, for example,

$$
\begin{equation*}
2 A^{\prime \alpha} B_{\alpha}^{\prime}=I_{2}^{\prime}=0 . \tag{8}
\end{equation*}
$$

The general vector fields which are determined by the algebraic restrictions on $R_{\mu v}$ may then be obtained from the extremal vector fields $A_{\mu}^{\prime}$ and $B_{\mu}^{\prime}$ by an arbitrary duality rotation.

The point is that we may assume that $A_{\mu}$ and $B_{v}$ are orthogonal. We lose no information by our assumption, since the general vector field solutions of the algebraic problem are obtained by duality rotation. Thus, we drop the prime henceforth, and assume $A_{\mu}$ and $B_{\mu}$ are orthogonal.

We can express our extremal vector fields in terms of the Ricci tensor directly. In so doing, we need only make the (arbitrary) choice of taking $A_{\mu}$ to be spacelike and $B_{\mu}$ to be timelike. That is, we specify

$$
\begin{equation*}
A^{\mu} A_{\mu}>0, \quad B^{\mu} B_{\mu}<0 . \tag{9}
\end{equation*}
$$

If we define the tensor $S_{\alpha \beta}$ by

$$
\begin{equation*}
S_{\alpha \beta}=2 R_{\alpha}^{\omega} R_{\omega \beta}-R R_{\alpha \beta}, \tag{10}
\end{equation*}
$$

then our extremal vector fields are given by the expressions,

$$
\begin{align*}
& 2 A_{\alpha} A_{\beta}=R_{\alpha \beta}+S^{-\frac{1}{2}} S_{\alpha \beta},  \tag{11}\\
& 2 B_{\alpha} B_{\beta}=R_{\alpha \beta}-S^{-\frac{1}{2}} S_{\alpha \beta} . \tag{12}
\end{align*}
$$

In the expressions, $S$ is the trace of $S_{\alpha \beta}$, and the positive square root is intended. The important point is that quadratic expressions in either vector field are expressible solely in terms of the Ricci tensor.

It is important to note that the Ricci tensor is also invariant under duality reflections. That is, if we change the sign of $A_{\mu}$ or $B_{\mu}$ or both, $R_{\mu \nu}$ is unaffected. It follows that any expression which is not invariant under such duality reflections cannot be written in terms of the Ricci tensor.

## III. DIFFERENTIAL PROPERTIES

If one has solved the algebraic problem for the Ricci tensor, one has deduced that $R_{\mu \nu}$ may be written in terms of the two independent vector fields. If we continue to denote by $A_{\mu}$ and $B_{\nu}$ the extremal vectors which are orthogonal, then the algebraic characterization of $R_{\mu \nu}$ tells us only that

$$
\begin{equation*}
R_{\mu \nu}=A_{\mu}^{\prime} A_{v}^{\prime}+B_{\mu}^{\prime} B_{v}^{\prime} \tag{13}
\end{equation*}
$$

where the general vectors $A_{\mu}^{\prime}, B_{v}$ are obtainable by an arbitrary duality rotation from the extremal fields.

As we have previously remarked, ${ }^{1}$ in order for $R_{\mu \nu}$ to represent the complex scalar field, we must have the general vectors obey

$$
\begin{gather*}
A_{\mu \mid v}^{\prime}-A_{v \mid \mu}^{\prime}=0,  \tag{14}\\
B_{\mu \mid v}^{\prime}-B_{v \mid \mu}^{\prime}=0,  \tag{15}\\
A_{\mu}^{\prime \mu}=0,  \tag{16}\\
B_{\mu}^{\prime \mu \mu}=0 . \tag{17}
\end{gather*}
$$

By inserting the expressions given in Sec. Il for the general fields in terms of the extremal fields, we see that we must have:

$$
\begin{gather*}
A_{\alpha \mid \beta}-A_{\beta \mid \alpha}+B_{\alpha} \theta_{\mid \beta}-B_{\beta} \theta_{\mid \alpha}=0,  \tag{18}\\
B_{\alpha \mid \beta}-B_{\beta \mid \alpha}-A_{\alpha} \theta_{\mid \beta}+A_{\beta} \theta_{\mid \alpha}=0,  \tag{19}\\
A_{\alpha}^{\mid \alpha}+B_{\alpha} \theta^{\mid \alpha}=0,  \tag{20}\\
B_{\alpha}^{\mid \alpha}-A_{\alpha} \theta^{\mid \alpha}=0 . \tag{21}
\end{gather*}
$$

The object is now to interpret the above equations as restrictions on the Ricci tensor. The point is that we want to show that, if we impose certain differential equations, which $R_{\mu \nu}$ must fulfill, we must thereby imply that the extremal fields $A_{\alpha}$ and $B_{\beta}$ and the complexion gradient, $\theta_{\text {l }}$, obey the above set of differential equations.

At this point, then, we want to find a set of equations which contain only the Ricci tensor, but which are equivalent to the restrictions on the extremal fields and complexion gradient. In so doing, we are
examining the general case; we will assume that

$$
\begin{equation*}
\left(A^{\alpha} A_{\alpha}\right)^{2}\left(B^{\lambda} B_{\dot{\lambda}}\right)^{2}>0 . \tag{22}
\end{equation*}
$$

It happens that the analysis is quite tedious, and it is expedient to adopt many useful notations. We define the following:

$$
\begin{gather*}
A_{\alpha \mid \beta}-A_{\beta \mid \alpha} \equiv A_{\alpha \beta}, \quad A_{\alpha}^{\mid \alpha} \equiv a,  \tag{23}\\
B_{\alpha \mid \beta}-B_{\beta \mid \alpha} \equiv B_{\alpha \beta}, \quad B_{\alpha}^{\mid \alpha} \equiv b,  \tag{24}\\
B^{\alpha} A_{\alpha \beta} \equiv a_{\beta}, \quad \theta_{\mid \alpha} \equiv \theta_{\alpha},  \tag{25}\\
A^{\alpha} B_{\alpha \beta} \equiv b_{\beta}, \quad A^{\alpha} A_{\alpha} \equiv A^{2}, \quad B^{\alpha} B_{\alpha}=B^{2} . \tag{26}
\end{gather*}
$$

Our conditions involving $\theta_{\alpha}$ are then as follows, with the new notation,

$$
\begin{gather*}
A_{\alpha \beta}+B_{\alpha} \theta_{\beta}-B_{\beta} \theta_{\alpha}=0,  \tag{18}\\
B_{\alpha \beta}-A_{\alpha} \theta_{\beta}+A_{\beta} \theta_{\alpha}=0,  \tag{19}\\
a+B_{\alpha} \theta^{\alpha}=0,  \tag{20}\\
b-A_{\alpha} \theta^{\alpha}=0 . \tag{21}
\end{gather*}
$$

With little effort, using the orthogonality of the extremal fields, we may rewrite our conditions, separating the information concerning $\theta_{\alpha}$ and the restrictions on the extremal fields. We obtain the equivalent set:

$$
\begin{gather*}
2 A^{2} B^{2} \theta_{\beta}=B^{2}\left[b_{\beta}+b A_{\beta}\right]-A^{2}\left[a_{\beta}+a B_{\beta}\right],  \tag{27}\\
0=B^{2}\left[b_{\beta}+b A_{\beta}\right]+A^{2}\left[a_{\beta}+a B_{\beta}\right],  \tag{28}\\
A^{2} B_{\alpha \beta}=A_{\alpha} b_{\beta}-A_{\beta} b_{\alpha},  \tag{29}\\
B^{2} A_{\alpha \beta}=B_{\alpha} a_{\beta}-B_{\beta} a_{\alpha}, \tag{30}
\end{gather*}
$$

by simple algebra. The latter set of equations are not all independent, however, as a count of equations shows.

To proceed in a reasonable manner, we need to realize that quadratic combinations of either vector field may be expressed in terms of the Ricci tensor. Thus we find it useful to define the following tensors which are expressible solely in terms of the Ricci tensor:

$$
\begin{array}{ll}
R_{A \alpha \beta} \equiv A_{\alpha} A_{\beta}, & G_{A \alpha \beta} \equiv A_{\alpha} A_{\beta}-\frac{1}{2} A^{2} g_{\alpha \beta}, \\
R_{B \alpha \beta} \equiv B_{\alpha} B_{\beta}, & G_{B \alpha \beta} \equiv B_{\alpha} B_{\beta}-\frac{1}{2} B^{2} g_{\alpha \beta}, \tag{32}
\end{array}
$$

where $A$ and $B$ are labels, and not tensor indices.

## IV. RESTRICTIONS ON EXTREMAL FIELDS

In this section, we want to write the differential conditions which do not involve $\theta_{\alpha}$ as conditions on the Ricci tensor. First of all, we consider Eqs. (29)
and (30). We use the following identities:

$$
\begin{align*}
& R_{A \rho}^{\alpha}\left(G_{A \alpha \beta \mid \gamma}-G_{A \alpha \gamma \mid \beta}\right) \equiv A^{2} A_{\rho} A_{\beta \gamma},  \tag{33a}\\
& R_{B \rho}^{\alpha}\left(G_{B \alpha \beta \mid \gamma}-G_{B \alpha \gamma \mid \beta}\right) \equiv B^{2} B_{\rho} B_{\beta \gamma}, \tag{33b}
\end{align*}
$$

which are true solely because of the vector composition of the ingredient tensors.

We also use the identities:

$$
\begin{align*}
& R_{B}^{\omega r} R^{\lambda \sigma}\left(G_{B \omega \sigma \mid v}-G_{B \omega v \mid \sigma}\right) \equiv B^{2} A^{\lambda} B^{r} b_{v}  \tag{34a}\\
& R_{A}^{\omega \tau} R_{B}^{\lambda \sigma}\left(G_{A \omega \sigma \mid \nu}-G_{A \omega v}\right) \equiv A^{2} B^{\lambda} A^{\top} a_{v} \tag{34b}
\end{align*}
$$

which, again, are true without assuming any properties for the vectors involved.

Using the mentioned identities, we may immediately write Eqs. (29) and (30) in terms of the Ricci tensor. For brevity, we examine only Eq. (29). Multiplying Eq. (29) by $B_{\rho}$ we have

$$
\begin{equation*}
A^{2} B_{\rho} B_{\alpha \beta}=B_{\rho}\left(A_{\alpha} b_{\beta}-A_{\beta} b_{\alpha}\right) \tag{35}
\end{equation*}
$$

from which the original equation is retrievable by contraction with $B^{\rho}$. We then use Eqs. (33b) and (34a) and obtain directly the condition

$$
\begin{align*}
& { }^{R_{A} R^{\alpha} B \rho\left(G_{B \alpha \beta \mid \gamma}-G_{B \alpha \gamma \mid \beta}\right)} \\
& =R_{B \rho}^{\omega}\left[R_{A \beta}^{\sigma}\left(G_{B \omega \sigma \mid \gamma}-G_{B \omega \gamma \mid \sigma}\right)\right. \\
& \left.\quad-R_{A \gamma}^{\sigma}\left(G_{B \omega \sigma \mid \beta}-G_{B \omega \beta \mid \sigma}\right)\right] . \tag{36}
\end{align*}
$$

Similarly, the transcription of Eq. (30) results in an equation exactly analogous to Eq. (36) with the labels $A$ and $B$ interchanged. We thus have accomplished our aim of writing Eqs. (29) and (30) in terms of the Ricci tensor, without losing any information.

To complete the aim of the present section, we want to write Eq. (28) solely in terms of the Ricci tensor. Unfortunately, to do so, we must follow a circuitous route. Thus, it is worthwhile to outline the method of attack. We will return to the Eqs. (28)-(30), and realize that (29) and (30) have been paraphrased in terms of the Ricci tensor. We then show by combining the information in our set of equations that the Bianchi identities are therein contained. Conversely, since the Bianchi identities are trivially satisfied by any Ricci tensor, we deduce certain identities which must be fulfilled by the external fields. We then use the latter identities to write Eq. (28) in a form suitable for treatment.

If we examine Eq. (28), and contract first with $A^{\beta}$ and then with $B^{\beta}$, we obtain the deductions

$$
\begin{align*}
& B^{2} b=-A^{\beta} a_{\beta}  \tag{37}\\
& A^{2} a=-B^{\beta} b_{\beta} \tag{38}
\end{align*}
$$

which we proceed to use in Eqs. (29) and (30). We
multiply Eq. (29) by $B^{2} B^{\alpha}$ and Eq. (30) by $A^{2} A^{\alpha}$ and add the resulting equations, obtaining the relation

$$
\begin{equation*}
A^{2} B^{2}\left(B^{\alpha} B_{\alpha \beta}+A^{\alpha} A_{\alpha \beta}\right)=A^{2} B^{2}\left(a A_{\beta}+b B_{\beta}\right) \tag{39}
\end{equation*}
$$

which we simplify because $A^{2} B^{2}$ does not vanish.
Equation (39) is then easily written in the form

$$
\begin{equation*}
\left(R_{\alpha \beta}-\frac{1}{2} R g_{\alpha \beta}\right)^{\mid \alpha}=0 \tag{40}
\end{equation*}
$$

which are the Bianchi identities. Conversely, since the Ricci tensor identically obeys the Bianchi identities, and since Eqs. (29) and (30) are deductions from conditions on the Ricci tensor, we may deduce Eqs. (37) and (38) from properties of the Ricci tensor. Indeed, the Bianchi identities alone imply the scalar conditions of Eqs. (37) and (38).

The upshot is that we have lost no information in writing Eq. (28) in the following form:

$$
\begin{equation*}
0=\left\{B^{2} b_{\beta}-A_{\beta} A^{\rho} a_{\rho}\right\}+\left\{A^{2} a_{\beta}-B_{\beta} B^{\rho} b_{\rho}\right\}, \tag{41}
\end{equation*}
$$

which is well suited to analysis. Proceeding, we directly obtain the form

$$
\begin{equation*}
0=\left(B^{2} \mathrm{~g}_{\beta}^{\omega}-B_{\beta} B^{\omega}\right) b_{\omega}+\left(A^{2} \mathrm{~g}_{\beta}^{\omega}-A_{\beta} A^{\omega}\right) a_{\omega} \tag{42}
\end{equation*}
$$

by elementary manipulation of dummy indices.
To aid our analysis, we use the following relations, which assume no special properties of the extremal fields except orthogonality:

$$
\begin{align*}
& A^{\lambda} B^{\delta}\left[G_{A \lambda \delta \mid \omega}-G_{A \lambda \omega \mid \delta}\right]=A^{2} a_{\omega},  \tag{43a}\\
& B^{\lambda} A^{\delta}\left[G_{B \lambda \delta \mid \omega}-G_{B \lambda \lambda \mid \delta}\right]=B^{2} b_{\omega} . \tag{43b}
\end{align*}
$$

If we then define the combinations

$$
\begin{gather*}
F_{A \alpha \beta} \equiv A_{\alpha} A_{\beta}-A^{2} g_{\alpha \beta},  \tag{44a}\\
F_{B \alpha \beta} \equiv B_{\alpha} B_{\beta}-B^{2} g_{\alpha \beta}, \tag{44b}
\end{gather*}
$$

and multiply Eq. (42) by $A^{2} B^{2} B^{r} A^{\sigma}$, we read as follows:

$$
\begin{align*}
& 0=A^{2} F_{B \beta}^{\omega} R_{B}^{\lambda \lambda} R_{A}^{\sigma \delta}\left(G_{B \lambda \delta \mid \omega}-G_{B \lambda \omega \mid \delta}\right) \\
&+B^{2} F_{A \beta}^{\omega \omega} R_{J}^{\delta \tau} R_{A}^{\sigma \lambda}\left(G_{A \lambda \delta \mid \omega}-G_{A \lambda \omega \mid \delta}\right) \tag{45}
\end{align*}
$$

This latter equation is expressed solely in terms of the Ricci tensor since it contains only quadratic combinations of either vector field, and the extremal vector fields are expressed solely in terms of the Ricci tensor, as we saw previously. Of course, we could write Eq. (45) explicitly in terms of $R_{\mu v}$ by using the expressions for the extremal fields, but it is not necessary to do so, and would lead to extremely complicated expressions.

We have accomplished our purpose of writing the restrictions on the extremal fields solely in terms of the Ricci tensor. If we had a Ricci tensor which obeyed
the algebraic conditions previously displayed, ${ }^{1}$ we would find that it would have to obey the restrictions given by Eqs. (36) and (45) [and the equation obtained from (36) by interchanged labels $A$ and $B$ ] in order to represent the complex scalar field. Conversely, if the Ricci tensor obeyed the mentioned restrictions, then we would be able to deduce that the extremal fields, of which $R_{\mu \nu}$ was composed, obeyed the Eqs. (28)-(30).

## V. THE COMPLEXION GRADIENT

We wish to consider the expression for the complexion gradient, which is

$$
\begin{equation*}
2 A^{2} B^{2} \theta_{\beta}=B^{2}\left[b_{\beta}+b A_{\beta}\right]-A^{2}\left[a_{\beta}+a B_{\beta}\right] \tag{27}
\end{equation*}
$$

Before doing any manipulations, it is important to note that $\theta_{\beta}$ cannot be expressed solely in terms of the Ricci tensor. Indeed, if we change the sign of one of the extremal fields by a duality reflection, then the complexion gradient changes sign according to the above relation. Therefore, $\theta_{\beta}$ cannot be formed from the Ricci tensor and its derivatives, since the Ricci tensor is invariant under duality reflections.

In this respect, the complexion gradient is different in character from that which arises in the electromagnetism case. ${ }^{2}$ The essential difference in character between the complex scalar field and the electromagnetic field is that the extremal fields $A_{\alpha}$ and $B_{\beta}$ are truly independent vector fields, whereas the Maxwell field tensor and its dual are linearly related. ${ }^{3}$

We wish to determine to what extent the complexion gradient is determined by the Ricci tensor. To do so, we use again the relations,

$$
\begin{align*}
& B^{2} b=-A^{\beta} a_{\beta}  \tag{37}\\
& A^{2} a=-B^{\beta} b_{\beta} \tag{38}
\end{align*}
$$

and elementary manipulations to obtain

$$
\begin{equation*}
2 A^{2} B^{2} \theta_{\beta}=P_{B \beta}^{\omega} b_{\omega}-P_{A \beta}^{\omega} a_{\omega} \tag{46}
\end{equation*}
$$

Here we have defined the tensors;

$$
\begin{align*}
& P_{A \omega \beta}=A_{\omega} A_{\beta}+A^{2} g_{\omega \beta},  \tag{47a}\\
& P_{B \omega \beta}=B_{\omega} B_{\beta}+B^{2} g_{\omega \beta}, \tag{47b}
\end{align*}
$$

which are expressible solely in terms of the Ricci tensor.

We again use the relations given by Eq. (43a) and (43b), multiply by $A^{2} B^{2}$ and obtain,

$$
\begin{equation*}
2\left(A^{2} B^{2}\right)^{2} \theta_{\beta}=A^{\lambda} B^{\delta} Q_{\lambda \delta \beta} \tag{48}
\end{equation*}
$$

where the tensor $Q_{\lambda \delta \beta}$ is expressible solely in terms of the Ricci tensor and is explicitly,

$$
\begin{align*}
& Q_{\lambda \delta \beta} \equiv R_{A} P_{B \beta}^{\omega}\left(G_{B \delta \lambda \mid \omega}-G_{B \delta \omega \mid \lambda}\right) \\
& \quad-R_{B} P_{A \beta}^{\omega}\left(G_{A \lambda \delta \mid \omega}-G_{A \lambda \omega \mid \delta}\right) \tag{49}
\end{align*}
$$

To complete our analysis, we form the tensor product of $\theta_{\beta}$ with $\theta_{\alpha}$ and have, finally, the expression

$$
\begin{equation*}
\theta_{\beta} \theta_{\alpha}=H_{\beta \alpha} \tag{50}
\end{equation*}
$$

where the very complicated symmetric tensor $H_{\alpha \beta}$ is defined by the expression,

$$
\begin{equation*}
\left[2\left(A^{2} B^{2}\right)^{2}\right]^{2} H_{\beta \alpha} \equiv R_{A}^{\lambda \rho} R_{B}^{\delta \tau} Q_{\lambda \delta \beta} Q_{\rho \tau \alpha} \tag{51}
\end{equation*}
$$

which could be simplified somewhat by using the algebraic properties of the Ricci tensor.

The important point is, however, that the complexion gradient $\theta_{\alpha}$ is only implicitly expressible in terms of the Ricci tensor. $H_{\alpha \beta}$ is expressible directly in terms of the Ricci tensor and allows one to determine $\theta_{z}$ to within a sign.

Our analysis is not complete unless we specify conditions on the tensor $H_{\alpha \beta}$ which ensure that it is always expressible in terms of a vector product of scalar gradients which play the role of the complexion gradient.

However, fortunately, it has been shown ${ }^{4}$ that the necessary and sufficient conditions which a symmetric tensor must obey in order to be equivalent to a vector product of scalar gradients are as follows:

$$
\begin{gather*}
H^{\mu \beta} H_{\alpha \beta}=H H_{\alpha}^{\mu},  \tag{52a}\\
H_{00}>0,  \tag{52b}\\
H<0,  \tag{52c}\\
H_{\rho}^{\alpha}\left[\left(H_{\alpha \beta}-\frac{1}{2} H g_{\alpha \beta}\right)_{\mid \gamma}-\left(H_{\alpha \gamma}-\frac{1}{2} H g_{\alpha \gamma}\right)_{\mid \beta}\right]=0, \tag{52d}
\end{gather*}
$$

and therefore, these are the conditions which are necessary and sufficient to allow us to determine the complexion gradient at any point to within a sign.

## VI. AMBIGUITY OF THE COMPLEXION

The fact that the complexion gradient is always ambiguous to within a sign at any point where the Ricci tensor is known is not a feature which spoils the Rainich geometrization scheme. Indeed, the ambiguity is of the same character as that which occurs in the Rainich treatment of the electromagnetic field.

If we define the complexion ${ }^{3}$ of the complex scalar field as is done for the Maxwell field, viz.,

$$
\begin{equation*}
\theta \equiv \int_{0}^{x} \theta_{\beta} d x^{\beta}+\theta_{0} \tag{53}
\end{equation*}
$$

where $\theta_{0}$ is some arbitrary value at a selected point, and we integrate to any arbitrary point $x^{\alpha}$, then the ambiguity of sign for the complexion gradient results in an ambiguity of the complexion.

[^115]However, we must recall that the extremal fields $A_{\rho}$ and $B_{\lambda}$ are themselves ambiguous to within a sign, just as for the Maxwell field. Similarly, the value of $\theta_{0}$ is ambiguous to within a sign.

We have so far shown that, if a Ricci tensor is to represent a complex scalar field, it is necessary that the equations of the preceding sections be fulfilled.

Conversely, if the mentioned algebraic and differential equations are obeyed by the Ricci tensor, those conditions are sufficient to determine the complex scalar field. To see this, realize that the algebraic conditions given in a previous paper ${ }^{1}$ allow us to determine the vector fields to within a duality rotation and a sign. We obtain from the algebra the local values of the vector fields,

$$
\begin{align*}
& A_{\mu}^{\prime}=\epsilon_{A} A_{\mu} \cos \theta+\epsilon_{B} B_{\mu} \sin \theta,  \tag{54a}\\
& B_{\mu}^{\prime}=-\epsilon_{A} A_{\mu} \sin \theta+\epsilon_{B} B_{\mu} \cos \theta, \tag{54b}
\end{align*}
$$

where $\epsilon_{A}, \epsilon_{B}$ are the sign ambiguities of the extremal fields, and $\theta$ is an arbitrary angle.
The differential conditions, which were expressed in terms of $H_{\alpha \beta}$ above, allow one to determine the complexion gradient to within a sign. As a consequence, we obtain the complexion angle throughout space-time to be

$$
\begin{equation*}
\theta=\epsilon_{\theta}|\theta|+\theta_{0} \tag{55}
\end{equation*}
$$

where we denote by $\epsilon_{\theta}$ the sign ambiguity of the integral of the complexion gradient. At this point, however, we must realize that the ambiguity of the complexion angle is reduced by the notion of continuity. If $\theta$ has the value $\theta_{0}$ at some point, then its nearby values must be only infinitesimally different. Thus, only a global ambiguity of the form $\epsilon_{\theta}$ remains. That is, starting from some standard point at which the complexion angle is $\theta_{0}$, any particular observer will choose a sign for $\theta_{\alpha}$, and will maintain that choice on moving from the standard point. Therefore, depending upon the original choice of sign for $\theta_{a}$, only two global situations will arise, which is implied by Eq. (50).

The important point is that we can instruct any geometer as to which sign to adopt for the various choices mentioned. Whether or not our instructions are physically realistic is a separate problem which can only be answered by interpretations which lie outside the realm of classical geometrodynamics.
Indeed, if we realize that, within the context of quantum field theory, the vector fields $A_{\mu}$ and $B_{\alpha}$ represent the gradients of the field amplitudes for the $\pi^{+}$or $\pi^{-}$mesons; we will appreciate that the sign of
either extremal field is irrelevant. Likewise, the possibility of two global situations for the complexion angle as a function of position may be viewed as an expression of the fact that a given geometer may make a choice of which extremal field is to represent $\pi^{+}$and which is to represent $\pi^{-}$. Of course, in the absence of interactions, such a choice is a matter of definition.
The conclusion must be that the ambiguities of signs we have noted can only be resolved by conventions and definitions. To appraise whether such conventions are consistent, one must consider the problem of geometrizing interacting fields.

For our present purposes, we can resolve the ambiguities arbitrarily by instructing a geometer to adopt the positive sign of the square-root expressions which arise in calculating the extremal fields or the complexion gradient. That is, in calculating either of the extremal fields, or the complexion gradient, the geometer necessarily must perform the operation of taking the square root of a component of a tensor formed from the Ricci tensor. For example, in calculating $\theta_{\alpha}$, the geometer needs to decide whether to use

$$
\begin{equation*}
\theta_{0}=+\left(2 H_{00}\right)^{\frac{1}{2}} \tag{56}
\end{equation*}
$$

or the opposite sign. If we adopt the convention of instructing the geometer always to use the positive sign where such choices are to be made, then no ambiguity remains.

## VII. CONCLUSIONS

We have shown that the complex scalar field, which may loosely be considered as representing massless charged pions, can be completely geometrized in the general case. We have not considered the various null or degenerate cases which may arise. We have not shown that our conventions for resolving the ambiguities of sign which arise in the problem are physically reasonable or consistent with the interpretation of the complex scalar field.

The necessary and sufficient conditions that a Ricci tensor must fulfill to represent the energy tensor of a complex scalar field are given by Eqs. (36) (and its relabeled form), (45), and (52), together with the algebraic conditions previously derived. ${ }^{1}$ In addition, one must adopt the convention that positive square roots are implied wherever a choice is to be made in the analysis.

It may be that the null and degenerate special cases of the complex scalar field may be similarly treated, but that remains to be shown.
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#### Abstract

Explicit and complete junction conditions across internal boundaries are found for the Ricci rotation coefficients and Riemann tensor components in an arbitrary reference tetrad frame; the reference frame may be discontinuous at the boundary. The allowed jumps in inertial and gravitational field dyadics are given for the case of normal boundary motion. When the reference frame is chosen to be comoving with the matter distribution on either side of the boundary, the junction conditions include such immediately physical results as the relativistic Rankine-Hugoniot relations. It is expected that use of such comoving reference frames will be important in finding discontinuous exact solutions.


## I. INTRODUCTION

ADMISSIBLE coordinates $\chi^{\mu}$, in the Class $C^{2}$ differentiable manifold of space-time, have been carefully defined by Lichnerowicz. ${ }^{1}$ In such coordinate systems, he postulates (a) that the metric tensor $g_{\mu v}\left(\chi^{\mu}\right)$ is continuous of Class $C^{1}$, and further (b) that the first partials $g_{\mu v, \sigma}$ (or, equivalently, the $\Gamma_{\nu \sigma}^{\mu}$ ) are piecewise continuous of Class $C^{2}$. Postulate (a) evidently ensures the existence of interval invariants and of parallel transport in every neighborhood. In the terminology of Synge, ${ }^{2}$ it ensures elementary flatness. It ensures the existence of a second fundamental form for any imbedded 3-surface $\Sigma$, and ensures the possibility of construction of Gaussian coordinates based on $\Sigma$. O'Brien and Synge ${ }^{3}$ have shown how postulate (b) leads (at internal "boundaries" such as $\Sigma$ ) to physically interpretable junction requirements on components of the Riemann tensor. In particular, for those components identified by the field equations as describing energy and momentum density and flux, the junction conditions are the relativistic Rankine-Hugoniot relations. ${ }^{2,4}$ They ensure that no sources of energy and momentum exist as singular distributions on internal boundaries. Similar local physical interpretations, as junction conditions, may in fact be made of all the implications of postulate (b).

The introduction and actual use of admissible coordinates in formulating general relativistic models is usually inconvenient, especially at boundaries across which the postulated physical configuration changes. It is in practice much more appropriate to use different, intrinsically defined, anholonomic reference frames on either side of such boundaries. What

[^116]is then needed is a complete formulation of all the junction conditions required to be imposed, conditions which together are of course equivalent to the Lichnerowicz postulates. The lack of such an explicit formulation may be a contributory reason for the paucity of exact general relativistic solutions having physical internal discontinuities.
The Lichnerowicz postulate (a) of continuity of metric structure clearly allows us to have present in the space-time, a Class $C^{0}$ tetrad frame: a set of four continuous vector fields ${ }_{R} \Lambda^{\mu}$ (labeled by $R=$ $0,1,2,3$ ) such that everywhere ${ }_{R} \Lambda^{\mu} g_{\mu \nu} \Lambda^{\nu}=\eta_{R S}$, or ${ }_{i i} \Lambda^{\mu} \eta^{R S}{ }_{S} \Lambda^{v}=g^{\mu v}$, where the $\eta_{R S}$ and the reciprocal $\eta^{R S}$ are constants (and so indeed continuous of Class $C^{\infty}!$ ). In a tetrad formulation of general relativity, the $g_{\mu \nu}$, components of the metric tensor in the holonomic admissible coordinate frame, are replaced by the $\eta_{R S}$, anholonomic components. The ${ }_{R} \Lambda^{\mu}$ make explicit the local metric, its signature, and the local meaning of parallelness. In the following, we usually specialize to an orthonormal frame, in which $\eta_{R S}=\eta^{R S}=\operatorname{diag}(-1,1,1,1)$. Postulate (b) allows the fields ${ }_{R} \Lambda^{\mu}$ to be taken also piecewise continuous and covariantly differentiable of Class $C^{3}$. Across an internal boundary, a 3 -surface $\Sigma$, we may then only allow jumps in the first, and higher, derivatives of the ${ }_{R} \Lambda^{\mu}$ normal to $\Sigma$.

We will call the continuous ${ }_{R} \Lambda^{\mu}$ the standard orthonormal tetrad frame. We go on in Sec. II, to consider also a piecewise $C^{3}$ continuous reference tetrad frame, the vectors $\lambda^{\mu}$ of which again satisfy the orthonormality conditions, but are not $C^{0}$, being related across $\Sigma$ by arbitrary orthogonal transformation. The desired physical junction conditions then result from the expression, in this second, discontinuous, tetrad frame, of the tangential continuity requirements for the standard fields ${ }_{R} \Lambda^{\mu}$.

In Sec. III we consider in detail the specialized case when the surface of discontinuity separates two reference frames whose relative motion is normal to it; this case promises to be of considerable practical use
in space-times with symmetries. We now can conveniently put the junction conditions into dyadic notation ${ }^{5,6}$; there are 29 relations across $\Sigma$ between the physical 3 -vectors and dyadics of the inertialreference fields $\mathbf{a}, \omega, \Omega, S$ (acceleration, triad, rotation, vorticity, and rate-of-strain), the stress, momentum density and energy density fields $\mathrm{T}, \mathbf{t}, \rho$, the gravitational fields $A$ and $B$, and the orthonormal 3 -vectors $\hat{\mathbf{u}}, \hat{\mathbf{v}}, \hat{\mathbf{w}}$ and shock speed $v$ describing $\Sigma$ itself. The junction conditions found for $\mathbf{a}$ and $\Omega$ are closely analogous to those for $\mathbf{E}$ and $\mathbf{B}$ in electromagnetism. Those for $T, \mathbf{t}$, and $\rho$ are the relativistic RankineHugoniot relations for general media; for comoving dyadic frames in perfect fluids, they reduce to the known relations between densities and pressures on either side of a shock. ${ }^{4}$ The junction conditions for the traceless dyadics $A$ and $B$ are again analogous to the electromagnetic case, although now the source densities of the field are also involved.

In Sec. IV we consider the exceptional case which occurs when $\Sigma$ is null. Inter alia, we of course find in empty space that only type $N$ jumps in A and B are allowed. Lastly, we give in Sec. V a discussion of further relations resulting from postulate (a), which must be satisfied when three or more surfaces $\Sigma$ join in a 2 -manifold.

The results of this paper will in the future be applied to some simple physical cases with spherical symmetry. ${ }^{7}$ When the equations of Sec. III are specialized to this case, only seven dyadic junction conditions remain, and the use of intrinsic comoving reference frames in each of various physical regions of a single nonstatic space-time is analytically reasonable.

## II. TETRAD JUNCTION CONDITIONS

The standard tetrad fields ${ }_{R} \Lambda^{\mu}$ are continuous across $\Sigma$ and are continuous and thrice differentiable parallel to $\Sigma$. The first implication of this is that the first tangential derivatives ${ }_{R} \Lambda_{. ; \sigma}^{\mu} P_{v}^{\sigma}$ are continuous across $\Sigma, P_{v}^{\sigma}$ being the projection operator into $\Sigma$. Since we do not wish explicitly to use admissible holonomic coordinates, we "strangle" these expressions with the continuous standard tetrad fields to obtain the scalar conditions

$$
\begin{equation*}
\Lambda^{\Lambda_{\mu ; \sigma} P_{v S}^{\sigma} \Lambda_{T^{\prime}} \Lambda^{v} \mathbb{C} .} \tag{1}
\end{equation*}
$$

By $C$ we mean continuous across $\Sigma$. Taking account of the projection operators, and the orthonormality

[^117]of the standard tetrad, it may be seen that there are 18 relations in Eq. (1).

Similarly the second and third tangential derivatives of ${ }_{R} \Lambda^{\mu}$ are continuous: $\left[{ }_{R} \Lambda_{\mu: \sigma} P_{v}^{\sigma}\right]_{; \tau} P_{\rho}^{r}$, etc. We will not write most of these, as they are guaranteed as soon as one has obtained sufficiently differentiable functions conforming to Eq. (1). However, some combinations of the second partials of a tetrad frame are dignified by new symbols-viz., those which covariantly describe the underlying geometry and do not refer to the inertial structure of the specific frame. These are the Riemann tensor components, formed from just the antisymmetrized second derivatives of any tetrad frame. They have, in Einstein theory, unique physical (dynamical) significance. In actual problems with internal boundaries, it is the behavior of the Riemann components which may well be specified $a b$ initio, and the first partials (Ricci rotation coefficients) and metric are found by integration. In short, in addition to Eq. (1) we are only interested in the junction conditions for the scalars formed from the antisymmetrized second derivatives

$$
\begin{equation*}
\left\{{ }_{R} \Lambda_{\mu ;[\sigma \tau]} P_{v}^{\sigma} P_{\rho}^{\tau}+{ }_{R} \Lambda_{\mu ; \sigma} P_{[v ;|\tau|}^{\sigma} P_{\rho]}^{\tau}\right\}_{S} \Lambda_{T^{\prime}}^{\mu} \Lambda_{P}^{\nu} \Lambda^{\rho} \mathbb{C} \tag{2}
\end{equation*}
$$

There are 14 scalar relations in Eq. (2), which we next find in more elegant form.

Without any loss of generality in describing the continuity properties of our space-time, we may take the standard tetrad frame ${ }_{R} \Lambda^{\mu}$ to have one of its vectors, viz., ${ }_{2} \Lambda^{\mu}$, aligned normal to the internal boundary $\Sigma$. If ${ }_{2} \Lambda^{\mu}$ is spacelike, $\Sigma$ is a timelike 3surface which appears in any local spatial reference frame as a moving 2 -surface of discontinuity, or shock front. If ${ }_{2} \Lambda^{\mu}$ is timelike, $\Sigma$ is spacelike, and the 2-surface of discontinuity appears to be moving at a speed greater than that of light. (The case when $\Sigma$ is a null 3-surface will be considered in Sec. IV.) The projection tensor is then

$$
\begin{equation*}
P_{v}^{\sigma}=g_{v}^{\sigma}-{ }_{2} \Lambda^{\sigma}{ }^{2} \Lambda_{v} \tag{3}
\end{equation*}
$$

The Bianchi differential identities (which will involve third partials of any set of tetrad vectors) are expressed in conservation form by use of the doubledual Riemann tensor: ${ }^{*} R_{\ldots, \ldots ; \tau}^{\mu v a r}=0$. By considering a Gauss theorem on a limiting pill box including $\Sigma$, knowing that the $* R^{\mu v \sigma r}$ and ${ }_{S} \Lambda_{\mu, v}$ can only have finite jumps across $\Sigma$, we immediately find the scalar requirements

$$
\begin{equation*}
R^{\Lambda_{S}^{\mu}} \Lambda_{T}^{v} \Lambda^{\sigma *} R_{\mu v \sigma \tau} \Lambda^{\tau} \mathbb{C} \tag{4}
\end{equation*}
$$

Considering the symmetries of the Riemann tensor, there are fourteen conditions in Eq. (4). Introducing the Ricci commutation relation into Eq. (2) and
taking account of the continuity of the quantities in Eq. (1), one shows that they are precisely the same conditions.

As explained in the introduction, we now introduce a reference orthonormal tetrad frame ${ }_{r} \lambda^{\mu}$, discontinuous across $\Sigma$ by an orthogonal rotation. The junction conditions across $\Sigma$ are written in this physical reference frame; Eqs. (1) and (4) become, respectively,

$$
\begin{equation*}
\left({ }_{R} \Lambda_{u, s}+\Gamma_{s, u}^{\cdot q}{ }_{R} \Lambda_{q}\right)\left({ }_{T} \Lambda^{s}-{ }_{2} \Lambda^{s} \eta_{T}^{2}\right)_{S} \Lambda^{u} \mathbb{C} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{R} \Lambda_{S}^{r} \Lambda^{s}{ }_{T} \Lambda^{t} * R_{\text {prst } 2} \Lambda^{\nu} \mathbb{C} \tag{6}
\end{equation*}
$$

The $\Gamma_{s, u}^{q} \cdot \underline{a r e}$ the Ricci rotation coefficients of the reference tetrad frame, in the notation of Ref. 5.

Regarded as junction conditions on the physical variables $\Gamma_{r s t}$ and * $R_{p r s t}$, the 32 relations (5) and (6) are still in part implicit, in that they involve the reference tetrad components of the "standard" tetrad fields, ${ }_{R} \Lambda^{r}$. These now need only to be known on, and differentiated in, $\Sigma$ (but given twice-in the reference tetrad frame as we approach from either side). The ${ }_{R} \Lambda^{r}$ should now be regarded as just orthogonal transformation matrices taking the ${ }_{r} \lambda^{\mu}$ tetrad on either side into a convenient "standard" orientation ${ }_{R} \Lambda^{\mu}={ }_{R} \Lambda^{r}{ }_{r} \lambda^{\mu}$ implicitly defined on $\Sigma$. The tetrad components of a vector $V^{\mu}$ change according to $V^{R}={ }^{R} \Lambda_{r} V^{r}$. The $4 \times 4$ matrix $\Lambda={ }_{R} \Lambda^{r}$ satisfies $\Lambda_{\eta} \boldsymbol{\Lambda}^{T}=\eta$, and so would have in general 6 parameters on each side of $\Sigma$. But we have taken ${ }_{2} \Lambda^{r}$ to be the unit normal to $\Sigma$. This means that, regarding $\Sigma$ as given, on either side we still have in the transformation matrix 3 a priori unknown parameters, functions of position on $\Sigma$; also that ${ }_{2} \Lambda^{\mu}$ itself, being 3 -normal, must satisfy ${ }_{2} \Lambda_{[\mu}{ }_{2} \Lambda_{v ; \sigma]}=0$ :

$$
\begin{equation*}
\epsilon^{p r s t} \Lambda_{r}\left[2 \Lambda_{s, t}+\Gamma_{i . s 2}^{q} \Lambda_{q}\right]=0 . \tag{7}
\end{equation*}
$$

## III. NORMAL BOUNDARY MOTION

In most practical problems the 32 junction relations, Eqs. (5) and (6), are simplified by symmetries. In particular, we wish now to consider how these relations reduce in what we might call the case of normal boundary motion. Seen in space-time, this is when the timelike reference vectors ${ }_{0} \lambda^{\mu}$ on either side of $\Sigma$ are coplanar with ${ }_{2} \Lambda^{\mu}$, the normal to $\Sigma$. The "reference fluid" ${ }_{0} \lambda^{\mu}$ on either side of $\Sigma$ is seen, in the local spatial reference frame on the other side of $\Sigma$, to be moving with 3 -velocity normal to the instantaneous bounding 2 -surface, or shock front. It is clear, for example, that this will be the situation in problems with plane, spherical, or cylindrical symmetry, if one naturally adopts, on both sides of a plane, spherical or cylindrical symmetrical boundary, timelike refer-
ence vector congruences which themselves reflect the same symmetry.

So we now choose for further discussion the following particular form for the orthogonal transformation matrices ${ }_{R} \Lambda^{r}$ :

$$
\begin{gather*}
\quad \begin{array}{cc} 
\\
{ }_{R} \Lambda^{r}=\left(\begin{array}{cc}
\gamma & \gamma v \hat{\mathbf{v}} \\
0 & \hat{\mathbf{u}} \\
\gamma v & \gamma \hat{\mathbf{v}} \\
0 & \hat{\mathbf{W}}
\end{array}\right)
\end{array} \begin{array}{l}
0 \\
1 \\
2 \\
3 \\
3=0,1,2,3,
\end{array} \tag{8}
\end{gather*}
$$

where $\gamma=\left(1-v^{2}\right)^{-\frac{1}{2}}$, and $\hat{\mathbf{u}}, \hat{\mathbf{v}}, \hat{\mathbf{w}}$ are an orthonormal triad. We use a 3 -vector symbolism for spacelike indices $r=1,2,3-$ this is the usual dyadic convention. We note that ${ }^{R} \Lambda_{r}$ applied to the unit timelike vector $l^{r}=(1,0,0,0)$ gives standard components $l^{R}=$ $(\gamma, 0,-\gamma v, 0)$ while a unit spacelike vector $(0, \hat{\mathbf{v}})$ becomes ( $-\gamma v, 0, \gamma, 0$ ). Further ( $0, \hat{\mathbf{u}}$ ) becomes $(0,1,0,0) ;(0, \hat{w})$ becomes $(0,0,0,1)$. So Eq. (8) is explicitly a 4 -screw ${ }^{2}$ with one of its canonical 2 -flats in $\Sigma$. As seen in the reference tetrad frame, the transition to the "standard" frame is a Lorentz transformation in the $\hat{\mathbf{v}}$ direction, combined with a pure rotation about that direction. The $\hat{\mathbf{v}}$ direction is the instantaneous normal to the shock front, and $v$ is the normal speed of that front. The 3 -vectors $\hat{\mathbf{u}}$ and $\hat{\mathbf{w}}$ are in the instantaneous front.

The transformation from the standard frame to the reference frame on the other side of $\Sigma$, will be a 4 -screw with the same canonical 2-flats. The shock speed $v$ is, of course, different on either side of the front. The 3 -vector triads $\hat{\mathbf{u}}, \hat{\mathbf{v}}, \hat{\mathbf{w}}$ are to be physically identified across the front-but this is not to say that the components of these unit vectors with respect to the spatial reference vectors are unchanged in crossing the front.

Substituting Eq. (8) into Eq. (7), we find on either side of the boundary

$$
\begin{align*}
\left(2 v^{2}-1\right) & (\boldsymbol{\Omega}-\hat{\mathbf{v}} \cdot \boldsymbol{\Omega} \hat{\mathbf{v}}) \\
& +\hat{\mathbf{v}} \times\left[\gamma^{-1} \hat{\mathbf{v}}^{\prime}+\nabla v+\mathrm{S} \cdot \hat{\mathbf{v}}+v \mathbf{a}\right]=0 \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\mathbf{v}} \cdot[\nabla \times \hat{\mathbf{v}}+2 v \boldsymbol{\Omega}]=0 . \tag{10}
\end{equation*}
$$

Derivatives comoving in the shock front are denoted by a prime: $\phi^{\prime}=\gamma(\dot{\phi}+v \hat{\mathbf{v}} \cdot \nabla \phi), \hat{\mathbf{u}}^{\prime}=\gamma(\dot{\hat{\mathbf{u}}}+\boldsymbol{\omega} \times \hat{\mathbf{u}}+$ $v \hat{\mathbf{v}} \cdot \nabla \hat{\mathbf{u}})$, etc. The prime operation is the covariant absolute differentiation operation in $\Sigma$, in the ${ }_{0} \Lambda^{\mu}$ direction. It has the same dyadic form on either side of $\Sigma$, a form which is to be physically identified across $\Sigma$.

Most of the scalar continuity conditions can now be conveniently written as conditions of continuity of tangential components $\left(\mathbb{C}_{T}\right)$ or of normal components $\left(\mathbb{C}_{N}\right)$ of 3 -vectors [and symmetric dyadics]. In the case $\mathbb{C}_{T}$ we will understand that when the vectors [dyadics] are operated on by $\hat{\mathbf{u}}$. or $\hat{\mathbf{w}}$. [by ûû:, $\hat{\mathbf{w}} \hat{\mathrm{w}}$ : or ( $\hat{\mathbf{u}} \hat{\mathbf{w}}+\hat{\mathbf{w}} \mathbf{u}$ ):] the resulting scalars are $\mathbb{C}$. In the case $\mathbb{C}_{N}$ that when the vectors [dyadics] are operated on by $\hat{\mathbf{v}}$. [by $\hat{\mathbf{v}}$ :] the resulting scalars are $\mathbb{C}$. After each continuity symbol, $\mathbb{C}_{T}$ or $\mathbb{C}_{N}$, we will also indicate the number of such scalar conditions implied.

Using Eqs. (9) and (10), we find 15 conditions remaining in Eq. (5): first

$$
\begin{gather*}
\hat{\mathbf{v}} \cdot \nabla \times(\hat{\mathbf{u}} \hat{\mathbf{w}}+\hat{\mathbf{w}} \hat{\mathbf{u}}) \mathbb{C}_{T}(2),  \tag{11}\\
(\hat{\mathbf{u}} \hat{\mathbf{w}}+\hat{\mathbf{w}} \hat{\mathbf{u}})^{\prime} \mathbb{C}_{T}(1) . \tag{12}
\end{gather*}
$$

These are in fact the only continuity relations of our set which explicitly involve the reference vector orientation in the front; this orientation is described by the dyadic $\hat{\mathbf{u}} \hat{\mathbf{w}}+\hat{\mathbf{w}} \mathbf{u}$ and (like the vectors $\hat{\mathbf{u}}$ and $\hat{\mathbf{w}}$ themselves) may be physically identified as continuous across the front. For simple situations Eqs. (11) and (12) will be trivially satisfied.

$$
\begin{equation*}
\gamma(\nabla \hat{\mathrm{v}}+\hat{\mathrm{r}} \nabla)+2 \gamma v \mathbb{S} \mathbb{C}_{T}(3) \tag{13}
\end{equation*}
$$

These are continuity requirements for the instan-. taneous second fundamental form of the 2 -front, as seen from either side.

$$
\begin{equation*}
\gamma v(\nabla \hat{\mathrm{v}}+\hat{\mathrm{v}} \nabla)+2 \gamma \mathrm{~S} \mathbb{C}_{T}(3) \tag{14}
\end{equation*}
$$

While again involving the second fundamental form, this is best regarded as a continuity requirement on $S$, the rate-of-strain dyadic. $S$, together with a and $\Omega$, describes the inertial field in the explicitly physical dyadic formalism. These latter vectors have tangential and normal continuity requirements, respectively, very analogous to those of classical electromagnetism:

$$
\begin{gather*}
\gamma^{-1} \Omega \mathbb{C}_{N}(1)  \tag{15}\\
\mathbf{a}-2 v \hat{\mathbf{v}} \times \boldsymbol{\Omega}-\gamma^{2} v \nabla \mathbb{} v C_{T}(2) \tag{16}
\end{gather*}
$$

Finally, the scalar shock speed $v$ must satisfy

$$
\begin{gather*}
\gamma^{2} \nabla v+(\mathrm{S}-\boldsymbol{\Omega} \times \mathrm{I}) \cdot \hat{\mathbf{v}} \mathbb{C}_{T}(2)  \tag{17}\\
\gamma^{2} v^{\prime}+\gamma \mathbf{a} \cdot \hat{\mathbf{v}}+\gamma v \hat{\mathbf{v}} \cdot \mathrm{~S} \cdot \hat{\mathbf{v}} \mathbb{C} \tag{18}
\end{gather*}
$$

This last scalar condition may also be regarded as a normal continuity condition on a. It may easily be verified that the nine conditions in Eqs. (11), (12), (14), (15), and (16) ensure the uniqueness of the intrinsic metric structure of $\Sigma$, as described by the nine Ricci rotation coefficients of the triad ${ }_{0} \Lambda^{\mu},{ }_{1} \Lambda^{\mu},{ }_{3} \Lambda^{\mu}$, while the six conditions in Eqs. (13), (17), and (18) ensure the
uniqueness of the six triad components of the second fundamental form of $\Sigma$. This interpretation fails for $\Sigma$ null.

The 14 -junction requirements on the Riemann components in Eq. (6) become

$$
\begin{gather*}
\gamma^{2} v(\rho-\hat{\mathbf{v}} \cdot \mathrm{T} \cdot \hat{\mathbf{v}})-\gamma^{2}\left(1+v^{2}\right) \hat{\mathbf{v}} \cdot \mathbf{t} \mathbb{C},  \tag{19}\\
-\gamma^{2} \hat{\mathbf{v}} \cdot \mathrm{~T} \cdot \hat{\mathbf{v}}+\gamma^{2} v^{2} \rho-2 \gamma^{2} v \hat{\mathbf{v}} \cdot \mathbf{t} \mathbb{C},  \tag{20}\\
\gamma \hat{\mathbf{v}} \cdot \mathrm{~T}+\gamma v \mathbf{\mathbb { C } _ { T } ( 2 ) ,}  \tag{21}\\
\mathrm{~B} \mathbb{C}_{N}(1),  \tag{22}\\
\mathrm{A}-\mathrm{T}+\frac{1}{3}(\mathrm{Tr} \mathrm{~T}-2 \rho) \mathbb{C}_{N}(1),  \tag{23}\\
\gamma(\mathrm{A} \cdot \hat{\mathbf{v}}-v \hat{\mathbf{v}} \times \mathrm{B} \cdot \hat{\mathbf{v}}) \mathbb{C}_{T}(2),  \tag{24}\\
\gamma(v \mathrm{~A} \cdot \hat{\mathbf{v}}-\hat{\mathbf{v}} \times \mathrm{B} \cdot \hat{\mathbf{v}}-v \mathrm{~T} \cdot \hat{\mathbf{v}}-\mathbf{t}) \mathbb{C}_{T}(2),  \tag{25}\\
2 \gamma^{2} v(2 \mathrm{~A}+\hat{\mathbf{v}} \cdot \mathrm{A} \cdot \hat{\mathbf{v}}) \\
+\left(2 \gamma^{2}-1\right)(\mathrm{B} \times \hat{\mathbf{v}}-\hat{\mathbf{v}} \times \mathrm{B}) \mathbb{C}_{T}(2),  \tag{26}\\
\left(2 \gamma^{2}-1\right)(2 \mathrm{~A}+\hat{\mathbf{v}} \cdot \mathrm{A} \cdot \hat{\mathbf{v}} \mathbf{l})+2 v \gamma^{2}(\mathrm{~B} \times \hat{\mathbf{v}}-\hat{\mathbf{v}} \times \mathrm{B}) \\
+2 \mathrm{~T}-\mathrm{Tr} \mathrm{~T}+\hat{\mathbf{v}} \cdot \mathrm{T} \cdot \hat{\mathbf{v}} \mathbb{C}_{T}(2) . \tag{27}
\end{gather*}
$$

These junction conditions are rich in physical implications when applied to specific cases. One might, for example, have $v$ the same on either side of $\Sigma, \delta v=0$, i.e., be using a continuous reference tetrad frame. One then finds the allowed jumps in the dyadic inertial fields from the first set, Eqs. (11)-(18),

$$
\begin{align*}
(\mathbf{1}-\hat{\mathbf{v}}) \cdot \delta \mathbf{S} \cdot(\mathbf{I}-\hat{\mathbf{v}}) & =0,  \tag{28}\\
\hat{\mathbf{v}} \times \delta(\mathbf{S}-\boldsymbol{\Omega} \times \mathbf{1}) \cdot \hat{\mathbf{v}} & =0,  \tag{29}\\
\hat{\mathbf{v}} \times \delta(\mathbf{a}-2 v \hat{\mathbf{v}} \times \boldsymbol{\Omega}) & =0,  \tag{30}\\
\hat{\mathbf{v}} \cdot \delta \boldsymbol{\Omega} & =0,  \tag{31}\\
\hat{\mathbf{v}} \cdot \delta(\mathbf{a}+v \hat{\mathbf{v}} \cdot \mathbf{S}) & =0 . \tag{32}
\end{align*}
$$

For $\delta S=0$ these necessitate $\delta \mathbf{a}=\delta \boldsymbol{\Omega}=0$, as one might expect from the analogy of the inertial field to electromagnetism. Similarly, the allowed jumps in the matter and Riemann dyadics, from the second set, Eqs. (19)-(27), must satisfy
$v \delta\left[\mathrm{~A}-\mathrm{T}+\frac{1}{3}(\operatorname{Tr} \mathrm{~T}-2 \rho) \mathrm{I}\right]-\hat{\mathbf{v}} \times \delta[\mathrm{B}+\mathbf{t} \times \mathrm{I}]=0$,
$v \delta[\mathrm{~B}-\mathbf{t} \times \mathrm{I}]$

$$
\begin{equation*}
+\hat{\mathbf{v}} \times \delta\left[\mathrm{A}+\mathrm{T}+\frac{1}{3}(\rho-2 \operatorname{Tr} \mathrm{~T}) I\right]=0 \tag{33}
\end{equation*}
$$

(these include the energy-momentum conservation laws $\hat{\mathbf{v}} \cdot \delta \mathrm{T}+v \delta \mathbf{t}=0$ and $\hat{\mathbf{v}} \cdot \delta \mathbf{t}-v \delta \rho=0$ ).

It is, if anything, more physical (and convenient), however, to use comoving reference frames on either side of $\Sigma$, viz., take $t=0$ everywhere in Eqs. (11)(27); then $v$ on either side is a locally observed normal shock speed. As just one of the results in this case, the
four conservation laws in Eqs. (19)-(21) are now seen as relativistic Rankine-Hugoniot relations. If we have a perfect fluid, $T=-p!$, they precisely reduce to two conditions given by Taub ${ }^{4}$ :

$$
\begin{align*}
& \gamma^{2} v(p+\rho) \mathbb{C}  \tag{35}\\
& \gamma^{2}\left(p+\rho v^{2}\right) \mathbb{C} \tag{36}
\end{align*}
$$

If quantities on the two sides of $\Sigma$ are respectively labeled + and - , an alternative form for these last is

$$
\begin{equation*}
\frac{p_{+}^{2}-\rho_{+}^{2} v_{+}^{2}}{1-v_{+}^{2}}=\frac{p_{-}^{2}-\rho_{-}^{2} v_{-}^{2}}{1-v_{-}^{2}}=\frac{p_{+} p_{-}-\rho_{+} \rho_{-} v_{+} v_{-}}{1-v_{+} v_{-}} . \tag{37}
\end{equation*}
$$

Analogous conditions are involved for the other dyadic quantities. We expect this case of comoving reference frames to be most useful in forming exact solutions.

## IV. NULL BOUNDARY

If the bounding 3 -surface $\Sigma$ is null, ${ }_{2} \Lambda^{\mu}$ is in $\Sigma$, and is in fact a geodesic null congruence-the bicharacteristics. The transformation matrices to the "standard" orientation are now taken to be

$$
{ }^{R} \Lambda_{r}=\left(\begin{array}{cc}
2 v & -2 \nu \hat{\mathbf{v}}  \tag{38}\\
0 & \hat{\mathbf{u}} \\
\frac{1}{2} \nu^{-1} & \frac{1}{2} \nu^{-1} \hat{\mathbf{v}} \\
0 & \hat{\mathbf{W}}
\end{array}\right), \quad{ }_{R} \Lambda^{r}=\left(\begin{array}{cc}
\frac{1}{4} \nu^{-1} & -\frac{1}{4} \nu^{-1} \hat{\mathbf{v}} \\
0 & \hat{\mathbf{u}} \\
\nu & \nu \hat{\mathbf{v}} \\
0 & \hat{\mathbf{w}}
\end{array}\right)
$$

This is the most general form for normal boundary motion. With respect to the instantaneous orthonormal axes of either frame, $\Sigma$ is a 2 -surface moving with unit speed in the direction of the normal $\hat{\mathbf{v}}$. Or, $\Sigma$ appears as an abreast two-dimensional flight of photons, whose world lines are the bicharacteristics. $\nu$ is a scalar not fixed by this geometry, but which may be thought of as the observed frequency of the photons, inasmuch as it is only the ratio of such $v$ 's on either side of $\Sigma$ which will appear in the following, and this ratio is precisely the Doppler ratio for the two referenceobserver congruences involved.

Equations (9) and (10), satisfied by the normal $\hat{\mathbf{v}}$, are now just

$$
\begin{align*}
\Omega-\Omega \cdot \hat{\mathbf{v}}+\hat{\mathbf{v}} \times\left[\nu^{-1} \hat{\mathbf{v}}^{\prime}+\mathrm{S} \cdot \hat{\mathbf{v}}+\mathbf{a}\right] & =0,  \tag{39}\\
\hat{\mathbf{v}} \cdot \nabla \times \hat{\mathbf{v}}+2 \hat{\mathbf{v}} \cdot \Omega & =0 . \tag{40}
\end{align*}
$$

The prime operation now refers to the ${ }_{2} \Lambda^{\mu}$ congruence; e.g., $\phi^{\prime}=v(\dot{\phi}+\hat{v} \cdot \nabla \phi)$, etc. The two sets of junction relations are now

$$
\begin{align*}
& \hat{\mathbf{v}} \cdot \boldsymbol{\nabla} \times(\hat{\mathbf{u} \hat{\mathbf{w}}}+\hat{\mathbf{w}} \mathbf{u}) \mathbb{C}_{T}(2),  \tag{41}\\
& (\hat{\mathbf{u}} \hat{\mathbf{w}}+\hat{\mathbf{w}} \mathbf{u})^{\prime} \mathbb{C}_{T}(1), \tag{42}
\end{align*}
$$

$$
\begin{gather*}
v(\nabla \hat{\mathbf{v}}+\hat{\mathbf{v}} \nabla+2 \mathrm{~S}) \mathbb{C}_{T}(3),  \tag{43}\\
\nu^{-1}(\nabla \hat{\mathbf{v}}+\hat{\mathbf{v}} \nabla-2 \mathrm{~S}) \mathbb{C}_{T}(3),  \tag{44}\\
\nu^{-1} \Omega \mathbb{C}_{N}(1),  \tag{45}\\
\mathbf{a}-\hat{\mathbf{v}} \times \Omega+\mathrm{S} \cdot \hat{\mathbf{v}} \mathbb{C}_{T}(2),  \tag{46}\\
\nu^{-1} \nabla v+(\mathrm{S}-\Omega \times \mathrm{I}) \cdot \hat{\mathbf{v}} \mathbb{C}_{T}(2),  \tag{47}\\
v^{-1} v^{\prime}+\nu \mathbf{a} \cdot \hat{\mathbf{v}}+\gamma \hat{\mathbf{v}} \cdot \mathrm{S} \cdot \hat{\mathbf{v}} \mathbb{C}^{2}, \tag{48}
\end{gather*}
$$

and

$$
\begin{gather*}
\rho+\hat{\mathbf{v}} \cdot \mathrm{T} \cdot \hat{\mathbf{v}} \mathbb{C},  \tag{49}\\
\hat{\mathrm{v}} \times \mathrm{T}-\mathrm{T} \times \hat{\mathbf{v}} \mathbb{C}_{T}(2),  \tag{50}\\
v(\mathrm{~T} \cdot \hat{\mathrm{v}}+\mathbf{t}) \mathbb{C}_{T}(2),  \tag{51}\\
\nu^{2}(\hat{\mathbf{v}} \cdot \mathrm{~T} \cdot \hat{\mathrm{v}}-\rho+2 \mathbf{t} \cdot \hat{\mathbf{v}}) \mathbb{C},  \tag{52}\\
\nu^{2}(\mathrm{~A}+\hat{\mathrm{v}} \times \mathrm{A} \times \hat{\mathbf{v}}-\hat{\mathrm{v}} \times \mathrm{B}+\mathrm{B} \times \hat{\mathbf{v}}) \mathbb{C}_{T}(2),  \tag{53}\\
v(\mathrm{~A}-\hat{\mathbf{v}} \times \mathrm{B}) \cdot \hat{\mathbf{v}} \mathbb{C}_{T}(2),  \tag{54}\\
v^{-1}[(\mathrm{~A}+\hat{\mathrm{v}} \times \mathrm{B}) \cdot \hat{\mathbf{v}}-\mathrm{T} \cdot \hat{\mathrm{v}}+\mathbf{t}] \mathbb{C}_{T}(2),  \tag{55}\\
\hat{\mathbf{v}} \cdot \mathrm{A} \cdot \hat{\mathrm{v}}+\frac{1}{3}(\rho+\mathrm{Tr} \mathrm{~T}) \mathbb{C},  \tag{56}\\
\hat{\mathbf{v}} \cdot \mathrm{B} \cdot \hat{\mathbf{v}} \mathbb{C} . \tag{57}
\end{gather*}
$$

It is characteristic of the Einstein theory how the last set has reduced in this case of a null boundary. We note that now six equations, Eqs. (49)-(52), involve only the stress, momentum density, and energy density $\mathrm{T}, \mathbf{t}, \rho$, respectively. A separation of these six conditions into continuity sets for a 3 -metric and a second fundamental form is not appropriate.

If we consider a continuous reference frame, so that $\delta \nu=0$, we find in general that the allowed jumps in the physical components again must satisfy Eqs. (28)-(34); we merely have here the case $v=1$. If the matter tensor $T_{\mu v}$ is characteristic of a vacuum electromagnetic field, the well-known relations $T_{. \mu}^{\mu}=0$ and $T_{\mu}^{\sigma} T_{\sigma v}={ }_{4}^{1} T_{\alpha \beta} T^{\alpha \beta} g_{\mu v}$, which in dyadic notation read

$$
\begin{gather*}
\mathrm{T} \cdot \mathrm{~T}-\mathbf{t t}=\frac{1}{\mathbf{t}}\left(\rho^{2}-2 t^{2}+\mathrm{T}: \mathrm{T}\right) \mathrm{I},  \tag{58}\\
\mathrm{~T} \cdot \mathbf{t}+\rho \mathbf{t}=0, \tag{59}
\end{gather*}
$$

combine with Eqs. (28)-(34) [ $v=1]$ to require that the jumps $\delta \mathrm{A}$ and $\delta \mathrm{B}$ be a type N pure gravitational radiation field with propagation direction $\hat{\mathbf{v}}$, and further, that the jumps $\delta \mathrm{T}, \delta \mathbf{t}$, and $\delta \rho$ are in fact a null electromagnetic radiation field with the same propagation vector:

$$
\begin{equation*}
\delta \mathrm{T}=-\delta \rho \hat{\mathbf{v}}, \quad \delta \mathbf{t}=\delta \rho \hat{\mathbf{v}} . \tag{60}
\end{equation*}
$$

This was already shown by Roy and Radhakrishna. ${ }^{8}$ It is illuminating also to consider a converse argument; if we require that the jumps $\delta \mathrm{A}, \delta \mathrm{B}$ be type $\mathrm{N}^{5}$ :

$$
\begin{equation*}
\delta \mathrm{A}=\hat{\mathbf{v}} \times \delta \mathrm{B}, \quad \delta \mathrm{~B}=\delta \mathbf{A} \times \hat{\mathbf{v}}, \tag{61}
\end{equation*}
$$

[^118]

Fig. 1. Three intersecting internal boundaries.

Eqs. (28)-(34) reduce to just Eq. (60). Any field which is to propagate jointly and consistently with a pure gravitational field, must satisfy these in a continuous tetrad frame (covariantly, just $T_{\mu \nu}=\rho_{2} \Lambda_{\mu}{ }_{2} \Lambda_{\nu}$ ). We repeat for emphasis, however, that the general normal jump conditions, Eqs. (49)-(57), with $v$ discontinuous across $\Sigma$, are more likely to be physically and mathematically convenient.

## V. INTERSECTING BOUNDARIES

If a space-time is divided into a number of regions, by internal boundaries $\Sigma_{1}, \Sigma_{2}, \cdots$ etc., the criterion (a) of elemental flatness imposes additional conditions on the transformation matrices ${ }_{R} \Lambda^{r}$. We now must label these last by boundary: $\frac{1+}{R} \Lambda^{r}, \frac{2-}{R} \Lambda^{r}$, etc.; we further label them by $\pm$ signs to denote on which side of any given boundary is the reference tetrad being rotated into standard position. The additional conditions arise at those points where three or more $\Sigma$ 's meet, and relate the $\Lambda$ 's on them.

We illustrate this by considering just one example of the sort of condition to be imposed, that when, say, $3 \Sigma$ 's intersect in a 2 -manifold (cf. Fig. 1), M. Any tetrad, when subjected cyclically as shown to the six transformation matrices on the three $\Sigma$ 's must be finally unmoved, for $M$ to consist of regular points of the space-time manifold. That is, on $M$ we must have (in matrix notation)

$$
\begin{equation*}
{ }^{1+} \boldsymbol{\Lambda} \boldsymbol{\eta}^{1-} \boldsymbol{\Lambda}^{T} \eta^{2+} \boldsymbol{\Lambda} \boldsymbol{\eta}^{2-} \boldsymbol{\Lambda}^{T} \boldsymbol{\eta}^{3+} \boldsymbol{\Lambda} \boldsymbol{\eta}^{3-} \boldsymbol{\Lambda}^{T}=\eta . \tag{62}
\end{equation*}
$$

For the simplest case, if the $\Lambda$ 's are all of the normal form, Eq. (8), and if further the orientation vectors $\hat{\mathbf{u}}$ and $\hat{\mathbf{w}}$ are common to all the $\Sigma$ 's, and so span M, we are just compounding simple Lorentz rotation matrices in the same 2 -flat. Equation (62) reduces to a single condition which is a sort of relative velocity law for intersecting shocks:
$\frac{1+v_{1+}}{1-v_{1+}} \frac{1-v_{1-}}{1+v_{1-}} \frac{1+v_{2+}}{1-v_{2+}} \frac{1-v_{2-}}{1+v_{2-}} \frac{1+v_{3+}}{1-v_{3+}} \frac{1-v_{3-}}{1+v_{3-}}=1$.

## APPENDIX: TANGENTIAL BOUNDARY MOTION

We have also found a need for an explicit dyadic set of junction conditions for the case of tangential
boundary motion; seen in space-time, this is when the timelike reference vectors ${ }_{0} \lambda^{\mu}$ on either side of $\Sigma$ are normal to ${ }_{2} \Lambda^{\mu}$, i.e., lie in $\Sigma$. Such cases arise, e.g., when rotating solutions are to be matched across a boundary which is itself a figure of rotation. As contrasted with Eq. (8), we now take

$$
\begin{gather*}
 \tag{64}\\
{ }_{R} \Lambda^{r}=\left(\begin{array}{cc}
\gamma= \\
\gamma v, & \gamma v \hat{\mathbf{v}} \\
\gamma, & \gamma \hat{\mathbf{v}} \\
0, & \hat{\mathbf{w}} \\
0, & \hat{\mathbf{u}}
\end{array}\right)
\end{gather*} \begin{aligned}
& 0 \\
& 1 \\
& 2 \\
& 3
\end{aligned}
$$

$\hat{\mathbf{v}}$ is the unit vector giving the direction of the (tangential) relative velocity of the two reference frames. The boundary speed $v$ will without loss of generality be taken numerically equal as seen from either side:

$$
\begin{equation*}
v^{-}=-v^{+} ; \quad \gamma^{-}=\gamma^{+} \tag{65}
\end{equation*}
$$

$\hat{\mathbf{v}}$ and $\hat{\mathbf{u}}$ are in the instantaneous boundary 2 -surface; $\hat{\mathbf{w}}$ is the normal to the boundary 2 -surface, so

$$
\begin{equation*}
\hat{\mathbf{w}} \cdot(\nabla \times \hat{\mathbf{w}})=0, \quad \hat{\mathbf{w}} \times\left[\dot{\hat{\mathbf{w}}}+\mathrm{S}^{\star} \cdot \hat{\mathrm{w}}\right]=0 . \tag{66}
\end{equation*}
$$

The 18 conditions of Eq. (5) are found to be

$$
\begin{align*}
& \hat{\mathbf{u}} \cdot \nabla \hat{\mathbf{w}} \cdot \hat{\mathbf{u}} \mathbb{C},  \tag{67}\\
& {[\hat{\mathbf{v}} \cdot \nabla \hat{\mathbf{w}}+v(\dot{\hat{\mathbf{w}}}+\omega \times \hat{\mathbf{w}})] \cdot \hat{\mathbf{u}} \mathbb{C},}  \tag{68}\\
& {[v \hat{v} \cdot \nabla \hat{\mathrm{w}}+\dot{\hat{\mathrm{w}}}+\omega \times \hat{\mathbf{w}}] \cdot \hat{\mathbf{a}} \mathbb{C},}  \tag{69}\\
& v\left(\gamma^{2} \dot{v}+\mathbf{a} \cdot \hat{\mathrm{v}}\right)+\gamma^{2} \hat{\mathbf{v}} \cdot \nabla v+\hat{\mathbf{v}} \cdot \mathrm{S} \cdot \hat{\mathbf{v}} \mathbb{C},  \tag{70}\\
& \gamma^{2} \dot{v}+\mathbf{a} \cdot \hat{\mathbf{v}}+v\left(\gamma^{2} \hat{\mathbf{v}} \cdot \nabla v+\hat{\mathbf{v}} \cdot \mathrm{S} \cdot \hat{\mathbf{v}}\right) \mathbb{C},  \tag{71}\\
& \hat{\mathbf{u}} \cdot\left[\gamma^{2} \boldsymbol{\nabla} v+\hat{\mathbf{v}} \cdot \mathrm{S}-\boldsymbol{\Omega} \times \hat{\mathbf{v}}\right] \mathbb{C},  \tag{72}\\
& \left(\dot{\hat{\mathrm{v}}}-\hat{\mathrm{v}} \cdot \mathrm{~S}^{\star}\right) \times \hat{\mathrm{v}} \subset(2),  \tag{73}\\
& (\hat{\mathbf{v}} \cdot \nabla \hat{\mathbf{v}}-\mathbf{a}) \times \hat{\mathbf{v}} \mathbb{C}(2),  \tag{74}\\
& \left.+v \hat{\mathbf{v}} \hat{\mathbf{v}}+\omega \times \hat{\mathbf{v}})+v^{2} \hat{\mathbf{v}} \mathbf{a}\right\} \times \hat{\mathbf{v}} \mathbb{C}(4),  \tag{75}\\
& \left.+v^{2} \hat{\mathbf{v}}(\dot{\hat{\mathbf{v}}}+\omega \times \hat{\mathbf{v}})+v \hat{\mathbf{v}} \mathbf{a}\right\} \times \hat{\mathbf{v}} \mathbb{C}(4) . \tag{76}
\end{align*}
$$

The 14 conditions of Eq. (6) are

$$
\begin{gather*}
\hat{\mathbf{v}} \cdot \mathrm{B} \cdot \hat{\mathbf{v}} \mathbb{C}  \tag{77}\\
\hat{\mathbf{u}} \cdot \mathrm{Q} \cdot \hat{\mathbf{u}}+\hat{\mathbf{w}} \cdot \mathrm{P} \cdot \hat{\mathbf{w}} \mathbb{C},  \tag{78}\\
\hat{\mathbf{v}} \cdot \mathrm{Q} \cdot \hat{\mathbf{v}} \mathbb{C}  \tag{79}\\
\hat{\mathbf{u}} \cdot(\mathrm{P}-\mathrm{Q}) \cdot \hat{\mathrm{w}} \mathbb{C}, \tag{80}
\end{gather*}
$$

$$
\begin{align*}
& \hat{\mathbf{u}} \cdot\left[v \mathrm{~B}^{\star T}+\hat{\mathbf{v}} \times \mathrm{P}\right] \cdot \hat{\mathbf{v}} \mathbb{C}  \tag{81}\\
& \hat{\mathbf{u}} \cdot\left[\mathrm{B}^{\star T}+v \hat{\mathbf{v}} \times \mathrm{P}\right] \cdot \hat{\mathbf{v}} \mathbb{C},  \tag{82}\\
& \hat{\mathbf{v}} \times\left[\mathrm{Q}-v \hat{\mathbf{v}} \times \mathrm{B}^{\star}\right] \cdot \hat{\mathbf{v}} \mathbb{C}(2)  \tag{83}\\
& \hat{\mathbf{v}} \times\left.\times v \mathrm{Q}-\hat{\mathbf{v}} \times \mathrm{B}^{\star}\right] \cdot \hat{\mathbf{v}} \mathbb{C}(2)  \tag{84}\\
& \hat{\mathbf{v}} \times\left\{v \left[\mathrm{B}^{\star T}+\right.\right.v \hat{\mathbf{v}} \times \mathrm{P}] \\
&\left.-\left[\mathrm{Q}-v \hat{\mathbf{v}} \times \mathrm{B}^{\star}\right] \times \hat{\mathbf{v}}\right\} \cdot \hat{\mathbf{w}} \mathbb{C}(2)  \tag{85}\\
& \hat{\mathbf{v}} \times\left\{\left[\mathrm{B}^{\star T}+\right.\right.v \hat{\mathbf{v}} \times \mathrm{P}] \\
&\left.-v\left[\mathrm{Q}-v \hat{\mathbf{v}} \times \mathrm{B}^{\star}\right] \times \hat{\mathbf{v}}\right\} \cdot \hat{\mathbf{w}} \mathbb{C}(2) \tag{86}
\end{align*}
$$

We have in these last used the dyadics $P$ and $Q, B^{\star}$ and $S^{\star}$ :

$$
\begin{gather*}
\mathrm{P}=\mathrm{A}-\mathrm{T}+\frac{1}{3}(\operatorname{Tr} \mathrm{~T}-2 \rho) \mathrm{I}, \\
\mathrm{Q}=\mathrm{A}+\mathrm{T}+\frac{1}{3}(\rho-2 \operatorname{Tr} \mathrm{~T}) \mathrm{I},  \tag{87}\\
\mathrm{~B}^{*}=\mathrm{B}-\mathbf{t} \times \mathrm{I}, \quad \mathrm{~S}^{\star}=\mathrm{S}-(\boldsymbol{\Omega}-\omega) \times \mathrm{I} .
\end{gather*}
$$

The energy-momentum conservation laws contained in the above are

$$
\begin{gather*}
\hat{\mathbf{v}} \times \mathrm{T} \cdot \hat{\mathbf{w}} \mathbb{C}(2),  \tag{88}\\
(\mathbf{t}+v \hat{\mathbf{v}} \cdot \mathrm{~T}) \cdot \hat{\mathbf{w}} \mathbb{C}  \tag{89}\\
(v \mathbf{t}+\hat{\mathbf{v}} \cdot \mathbf{T}) \cdot \hat{\mathbf{w}} \mathbb{C} . \tag{90}
\end{gather*}
$$
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The partial-wave $S$-matrix element is examined as a function of potential strength $g$. It is shown to be related to a series of Stieltjes in $g$. This is accomplished by looking at the zeros of the Jost function below threshold and the zeros and poles of $\tan \delta_{l}$ above threshold. The series of Stieltjes property is used to establish the convergence of the Padé approximant method of summing the Born series.


## I. INTRODUCTION

THE subject of potential scattering has proved to be a useful testing ground for theoretical ideas. In recent times, the investigations were stimulated by the dispersion relation approach to scattering problems, where the analytic properties of the scattering amplitude as a function of energy, momentum transfer, and angular momentum are of prime importance. ${ }^{1}$

Dispersion relation methods were principally developed to cope with the problem of strong interactions, where perturbation methods were inadequate. A new and promising approach to the problem of strong interactions consists of an approximate summation of the perturbation expansion using the Padé approximant. ${ }^{2,3}$ The method is intimately linked

[^119]with the analytic properties in the strength $g$ of the interaction and is the motivation for our present investigation.

One must be cautioned, however, in drawing analogies between perturbation expansions in field theory and potential scattering. Although one may feel confident that bound states and resonances reflect singularities in the analytically continued perturbation expansion, in field theory the expansion itself may be asymptotic. ${ }^{4}$ This suggests that in field theory there may be additional singularities such as a branch point at the origin $(g=0) .^{5}$ The Padé, however, may still be capable of summing the series. ${ }^{6}$ A more serious situation is the presence of an essential singularity at the origin, ${ }^{7}$ which makes it impossible to construct the scattering amplitude from its perturbation expansion.
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We have in these last used the dyadics $P$ and $Q, B^{\star}$ and $S^{\star}$ :
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\mathrm{P}=\mathrm{A}-\mathrm{T}+\frac{1}{3}(\operatorname{Tr} \mathrm{~T}-2 \rho) \mathrm{I}, \\
\mathrm{Q}=\mathrm{A}+\mathrm{T}+\frac{1}{3}(\rho-2 \operatorname{Tr} \mathrm{~T}) \mathrm{I},  \tag{87}\\
\mathrm{~B}^{*}=\mathrm{B}-\mathbf{t} \times \mathrm{I}, \quad \mathrm{~S}^{\star}=\mathrm{S}-(\boldsymbol{\Omega}-\omega) \times \mathrm{I} .
\end{gather*}
$$

The energy-momentum conservation laws contained in the above are
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\begin{gather*}
\hat{\mathbf{v}} \times \mathrm{T} \cdot \hat{\mathbf{w}} \mathbb{C}(2),  \tag{88}\\
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## I. INTRODUCTION

THE subject of potential scattering has proved to be a useful testing ground for theoretical ideas. In recent times, the investigations were stimulated by the dispersion relation approach to scattering problems, where the analytic properties of the scattering amplitude as a function of energy, momentum transfer, and angular momentum are of prime importance. ${ }^{1}$

Dispersion relation methods were principally developed to cope with the problem of strong interactions, where perturbation methods were inadequate. A new and promising approach to the problem of strong interactions consists of an approximate summation of the perturbation expansion using the Padé approximant. ${ }^{2,3}$ The method is intimately linked

[^121]with the analytic properties in the strength $g$ of the interaction and is the motivation for our present investigation.

One must be cautioned, however, in drawing analogies between perturbation expansions in field theory and potential scattering. Although one may feel confident that bound states and resonances reflect singularities in the analytically continued perturbation expansion, in field theory the expansion itself may be asymptotic. ${ }^{4}$ This suggests that in field theory there may be additional singularities such as a branch point at the origin $(g=0) .^{5}$ The Padé, however, may still be capable of summing the series. ${ }^{6}$ A more serious situation is the presence of an essential singularity at the origin, ${ }^{7}$ which makes it impossible to construct the scattering amplitude from its perturbation expansion.

[^122]Here we attack the potential problem, not by using the integral equation ${ }^{2.8}$ for the scattering amplitude, but through the radial Schrödinger equation and the Jost function.

The analytic properties of the Jost function in the potential strength $g$ are particularly simple. For potentials which are less singular than $r^{-2}$ for small $r$ and which decrease faster than $r^{-1}$ for large $r$, the Jost function is an entire function of $g$. For potentials which satisfy

$$
\left|\int_{0}^{\infty}[V(r)]^{\frac{1}{2}} d r\right|<\infty,
$$

we show that the Jost function is an entire function of order $\frac{1}{2}$ and finite type. For potentials which decrease exponentially or faster, we examine the distribution of poles and zeros of the partial-wave $S$-matrix element, and show that for energy $E<0$, it is related to a series of Stieltjes ${ }^{9}$ in $g$. This property is of interest, since it is a sufficient condition for the convergence of the Padé method. ${ }^{2}$

For $E>0$, it is convenient to deal with the zeros and poles of $\tan \delta_{l}$. If the potential has no zeros for $0<r<\infty$, we find that $\tan \delta_{l}$ is related to a series of Stieltjes.

In Sec. II, we review the basic notations. In Sec. III, we examine the distribution of zeros of the Jost function $f_{l}(k, g)$ for pure imaginary $k(E<0)$. We do a similar analysis for the zeros and poles of $\tan \delta_{l}(k, g)$ for real $k(E>0)$ in Sec. IV. In Sec. V, we establish the order and type of $f_{l}(k, g)$ as a function of $g$.

## II. PRELIMINARIES

The radial Schrödinger equation is (units $\hbar^{2} / 2 m=1$ )

$$
\frac{d^{2}}{d r^{2}} y_{l}(k, g, r)+\left[k^{2}-\frac{l(l+1)}{r^{2}}-g V(r)\right] y_{l}(k, g, r)
$$

$$
\begin{equation*}
=0 \tag{1}
\end{equation*}
$$

where the energy $E=k^{2}$. The regular solution $\phi_{l}(k, g, r)$ is defined by the boundary condition (the potential is assumed to be less singular than $r^{-2}$ at the origin),

$$
\begin{equation*}
\lim _{r \rightarrow 0} r^{-l-1} \phi_{l}\left(k^{2}, g, r\right)=1 . \tag{2}
\end{equation*}
$$

The Jost solution $f_{l}(k, g, r)$ satisfies the boundary condition (the potential is assumed to fall off faster than $r^{-1}$ ),

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{i k r} f_{l}(k, g, r)=1 \tag{3}
\end{equation*}
$$

[^123]The Jost function is defined by

$$
\begin{equation*}
f_{l}(k, g)=W_{r}\left[f_{l}(k, g, r), \phi_{l}\left(k^{2}, g, r\right)\right], \tag{4}
\end{equation*}
$$

where

$$
W_{r}(\alpha, \beta)=\alpha \frac{d \beta}{d r}-\beta \frac{d \alpha}{d r} .
$$

The asymptotic form of $\phi_{l}$ for large $r$ is then

$$
\begin{equation*}
\phi_{l}\left(k^{2}, g, r\right) \sim\left[f_{l}(k, g) e^{i k r}-f_{l}(-k, g) e^{-i k r}\right] / 2 i k . \tag{5}
\end{equation*}
$$

The $S$-matrix element $S_{l}(k, g)=\exp \left[2 i \delta_{l}(k, g)\right]$ is given in terms of the Jost function by

$$
\begin{equation*}
S_{l}(k, g)=(-1)^{l} f_{l}(k, g) / f_{l}(-k, g) \tag{6}
\end{equation*}
$$

Two properties are immediate:
A. The Jost function is an entire function of $g$. This follows from the fact that because the boundary conditions (2) and (3) are independent of $g$, both solutions $f_{l}$ and $\phi_{l}$ are entire functions of $g$ (Poincare's theorem). ${ }^{1}$
B. The Jost functions $f_{l}(k, g)$ and $f_{l}(-k, g)$ cannot both vanish for the same value of $k \neq 0$ and $g$. This follows from the fact that if they did, $\phi_{l}$ [from Eq. (5)] would vanish identically, contradicting Eq. (2).

We occasionally refer to functions which we call an "ordinary" series of Stieltjes or an "extended" series of Stieltjes. By this we mean the following. If $f(z)=\int d \phi(u)(1-u z)^{-1}$ has a power series expansion $f(z)=\sum f_{n} z^{n}$, and $\phi(u)$ is a bounded monotonic function taking on infinitely many values in the interval of integration, we call $f(z)$ an ordinary series of Stieltjes if the interval is contained in half of the real axis and an extended series of Stieltjes otherwise.

For example, if $f(z)$ is a meromorphic function with infinitely many real poles $z_{n}$ with residues $R_{n}$ having all $R_{n} / z_{n}$ of the same sign and if $f(z)=\sum R_{n}\left(z-z_{n}\right)^{-1}$ converges, then $f(z)$ is an ordinary series of Stieltjes if the $z_{n}$ are either all positive or negative and an extended series of Stieltjes if the $z_{n}$ are both positive and negative.

The series of Stieltjes property is important for the application of the Pade approximant, where the [ $N, M$ ] Padé is defined to be a ratio of polynomials $P_{N, M}(z) / Q_{N, M}(z)-P_{N, M}$ and $Q_{N, M}$ have degree $M$ and $N$, respectively-having the same power series expansion as $f(z)$ up to and including the term $z^{N+M}$. If $f(z)$ is a series of Stieltjes, then the Pade may be used to construct the function from its power series expansion. For our present purposes, the following theorem suffices. ${ }^{2}$

Theorem: If $\left[f(z)-f_{0}-f_{1} z \cdots-f_{s-1} z^{s-1}\right] / z^{8}$ is a series of Stieltjes with finite radius of convergence,
then the $\lim N \rightarrow \infty[N, N+j+s]$ converges to $f(z)$ for $j=-1,1,3, \cdots$, and $z$ not a singular point of the function. If $f(z)$ is an ordinary series of Stieltjes, one may also include $j=0,+2,+4, \cdots$.

## III. BOUND STATES

We consider here imaginary $k(E<0)$ and first restrict ourselves to positive semi-definite Yukawa type potentials. That is to say $V(r) \geq 0$ and $V(r)=$ $\int_{\mu}^{\infty} e^{-\alpha r} \sigma(\alpha) d \alpha, \mu>0$. A familiarity with the analytic properties of the Jost function in the variable $k$ will be assumed. Since we deal only with fixed angular momentum $l$, we will in what follows suppress the angular momentum subscripts of Sec. II.

In Sec. V, we show that $f(k, g)$ is an entire function of $g$ of order $\frac{1}{2}$ and type $\int_{0}^{\infty}(V(r))^{\frac{1}{2}} d r$. Using these results, we may thus write $f(k, g)$ as an infinite product:

$$
\begin{equation*}
f(k, g)=f(k, 0) \prod_{n}\left[1-g / g_{n}(k)\right] . \tag{7}
\end{equation*}
$$

where

$$
f(k, 0)=2 \pi^{-\frac{1}{2}} \Gamma\left(l+\frac{3}{2}\right)(2 / i k)^{l} .
$$

The $S$-matrix element from Eqs. (6) and (7) is then

$$
\begin{equation*}
S(k, g)=\prod_{n} \frac{1-g / g_{n}(k)}{1-g / g_{n}(-k)}, \tag{8}
\end{equation*}
$$

which we may rewrite, apart from subtractions, in a Mittag-Leffler expansion

$$
\begin{equation*}
S(k, g)=\sum_{n}-\frac{R_{n}(k) / g_{n}(-k)}{1-g / g_{n}(-k)} . \tag{9}
\end{equation*}
$$

The expression (9) is only a formal expansion and does not converge. The convergence may be improved by performing $s$ subtractions so that Eq. (9) would read as

$$
\begin{align*}
S(k, g)=1+S_{1}(k) g+ & \cdots S_{s-1}(k) g^{s-1}-g^{s} \\
& \times \sum \frac{R_{n}(k) / g_{n}^{s+1}(-k)}{1-g / g_{n}(-k)} . \tag{10}
\end{align*}
$$

A sufficient condition for (10) to be a valid expansion is ${ }^{10}$

$$
\text { for } \lim _{|g| \rightarrow \infty}|S(k, g)| g^{-s}=0
$$

for all $\arg g \neq 0$, where

$$
\lim _{n \rightarrow \infty} \arg g_{n}=\theta
$$

We assume that Eq. (9) is valid apart from a finite number of subtractions. That at least one subtraction

[^124]is necessary can be seen from the fact that for $k$ and $g$ real, $S=\exp (2 i \delta)$ where $\delta$ is real. Also, for even $l$, we show that $R_{n}(k) / g_{n}(-k)$ is positive for $k=i K$, $K>0$ so that Eq. (9) would contradict the fact that $S(k, 0)=1$. If we ignore the problem of subtractions, we are able to prove the following theorem.

Theorem: For $-\mu^{2} / 4<E<0,[S(k, g)-1] / g$ is an ordinary series of Stieltjes in $g$.

To prove the theorem, we show that for $k=i K$, $0<K<\mu / 2$, the poles $g_{n}(-k)$ are real and negative and that the residues $R_{n}(k)$ are all positive or negative depending on whether $l$ is odd or even. The poles $g_{n}(-k)$ are of course associated with the bound states (when $g=g_{n}(-K), K>0$; the potential $g V(r)$ has a bound state with energy $E=-K^{2}$ ). We first establish the following lemmas.

Lemma 1: $g_{n}(-k)$ is real for $k=i K, K \geq 0$. Consider $k=i K, K \geq 0$, and $g=g_{n}(-k)$. Writing Eq. (1) for $\phi$ and $\phi^{*}$, we have the identity

$$
\begin{equation*}
\frac{d}{d r} W_{r}\left(\phi, \phi^{*}\right)+\left[g_{n}(-k)-g_{n}^{*}(-k)\right] V(r)|\phi|^{2}=0 \tag{11}
\end{equation*}
$$

From the asymptotic form (5) and the boundary condition (2), we have, on integrating (11),

$$
\left[g_{n}(-k)-g_{n}^{*}(-k)\right] \int_{0}^{\infty} V(r)|\phi|^{2} d r=0
$$

Since $\int_{0}^{\infty} V(r)|\phi|^{2} \neq 0$, we must have

$$
g_{n}(-k)-g_{n}^{*}(-k)=0
$$

Lemma 2: $g_{n}(-k)<0$ for $k=i K, K \geq 0$. In Eq. (1) put $y=\phi, k=i K$, and $g=g_{n}(-k)$. Multiplying by $\phi$ and integrating, one has the identity

$$
\begin{aligned}
g_{n}(-k) \int V(r) \phi^{2} d r & =\phi \frac{d \phi}{d r} \\
- & -\int d r\left[\left(\frac{d \phi}{d r}\right)^{2}+\left(K^{2}+l \frac{(l+1)}{r^{2}}\right) \phi^{2}\right] .
\end{aligned}
$$

If $K \geq 0$, one can take the limits 0 to $\infty$ to get

$$
\begin{align*}
g_{n}(-k)=-\int_{0}^{\infty} d r\left[\left(\frac{d \phi}{d r}\right)^{2}+\right. & \left.\left(K^{2}+l \frac{(l+1)}{r^{2}}\right) \phi^{2}\right] / \\
& \int_{0}^{\infty} V(r) \phi^{2} d r<0 \tag{12}
\end{align*}
$$

Lemma 3: $\frac{d g_{n}(-i K)}{d K}<0$ for $K>0$. In Eq. (1) put $y=\phi, k=i K$ and $g=g_{n}(-i K)$. Denoting
$d \phi\left[-K^{2}, g_{n}(-i K), r\right] / d K$ by $\phi^{\prime}$, one has the identity

$$
\frac{d}{d r} W_{r}\left(\phi, \phi^{\prime}\right)+2 K \phi^{2}+\frac{d g_{n}(-i K)}{d K} V(r) \phi^{2}=0 .
$$

Integrating from 0 to $\infty$ for $K>0$, one has

$$
\begin{equation*}
\frac{d \underline{g_{n}(-i K)}}{d K}=-2 K \int_{0}^{\infty} \phi^{2} \cdot d r / \int_{0}^{\infty} V(r) \phi^{2} d r<0 . \tag{13}
\end{equation*}
$$

Lemma 4: $f(-i K, g)$ has no multiple zeros for $K \geq 0$. Suppose $g_{n}(-i K)$ and $g_{n}(-i K)$ were coincident. Now $\phi$ and $\dot{\phi}=d \phi / d g$ satisfy the identity

$$
\begin{equation*}
\frac{d}{d r} W_{r}(\phi, \dot{\phi})-V(r) \phi^{2}=0 \tag{14}
\end{equation*}
$$

If one puts $g=g_{n}(-i K), K>0$ and integrates, this becomes $\int_{0}^{\infty} d r \phi^{2}=0$, which is a contradiction. The point $K=0$ can easily be included.

Lemma 5: $g_{n}(-i K)$ is an analytic function of $K$ in the neighborhood of $K=0$. Now

$$
h(K, g)=K^{l} f(-i K, g)
$$

is an analytic function of $g$ and $K$ in the neighborhood of $K=0 .{ }^{1}$ Since $d h / d g \neq 0$ at the point $K=0$, $g=g_{n}$, it follows that $g_{n}(-i K)$ is analytic in the same neighborhood (implicit function theorem, see Ref. 10, Theorem 3.11).

Lemma 6: The limit as $K \rightarrow 0$ of $K^{-2 l-1}\left[g_{n}(-i K)-\right.$ $\left.g_{n}(i K)\right]=(-1)^{l} C_{n}$, where $C_{n}<0$. For $l=0$ this is just a restatement of Lemma 3 for $K \rightarrow 0$. For general $l$, we proceed as follows. Since from Lemma 5, $g_{n}(-k)$ is analytic in the neighborhood of $k=0$, we can consider the limit as $k \rightarrow 0$ for $k$ real. We rewrite identity (11) for $g=g_{n}(-k)$ with $k$ real noting that $g_{n}(-k)$ is now complex, but since it is a real analytic function of $K$ in the neighborhood of $K=0$, we have $g_{n}^{*}(-k)=g_{n}(k)$. Integrating (11) we get
$\left[g_{n}(-k)-g_{n}(k)\right] \int_{0}^{\infty} V(r)|\phi|^{2}=\left|f\left(k, g_{n}(-i k)\right)\right|^{2} \frac{i k}{2 k^{2}}$.
For small $k$ we put $g_{n}(-k)-g_{n}(k)=-C_{n} i k^{2 r+1}$. Since

$$
\begin{aligned}
\left|f\left(k, g_{n}(-k)\right)\right|^{2} \sim & \prod_{m \neq n}\left[1-\left(g_{n}(0) / g_{m}(0)\right)\right]^{2} \\
& \times C_{n}^{2} 2^{2 l+2} \Gamma^{2}\left(l+\frac{3}{2}\right) k^{4 r+2-2 l} / g_{n}^{2}(0) \pi
\end{aligned}
$$

we must have $r=l$ and $C_{n}<0$.
We are now in a position to prove the main theorem by considering the zeros and poles of $S$ in the variable


Fig. 1. The zeros 0 and poles $X$ of $S$ in the $g$ plane for $E \approx 0$ and $V(r) \geq 0$ for: (a) $I=0$, (b) $l$ even $(l \neq 0)$, and (c) lodd. The solid black points are their $E=0$ positions.

$g$. For $k=0$ the zeros and poles coincide and $S$ has the value 1 . For $k=-i K, K$ small, real, and positive, the poles $g_{n}(-i K)$ and zeros $g_{n}(i K)$ are distributed (from Lemmas 1-6) as shown in Fig. 1.

For $0<K<\mu / 2$ the zeros and poles of $S$ must remain distributed in this manner except for:
A. additional zeros which may appear in complex pairs at infinity, move into the finite $g$ plane and possibly become real at some value of $K$,
B. additional real zeros on the positive real $g$ axis which may appear from $+\infty$ at certain values of $K$.
In either case one sees that near a pole $g_{n}(-i K)$, $S \approx R_{n}(i K) /\left[g-g_{n}(-i K)\right]$, where the residues $R_{n}(i K)$ are negative for $l$ even and positive for $l$ odd.

From the discussion in Sec. II on series of Stieltjes and if expansion (10) is valid with one subtraction, we see that $(S-1) / g$ is an ordinary series of Stieltjes. If $s$ subtractions are required, we see that ( $S-1-$ $\left.S_{1} g \cdots-S_{t-1} g^{t-1}\right) / g^{t}$ is an ordinary series of Stieltjes for $t \geq s$.

From the theorems on the Padé, one may then conclude the following corollary.

Corollary: The $[N, N+j+s]$ Padé approximant converges to $S$ for large $N, j \geq-1,-\left(\mu^{2} / 4\right)<E<0$, and $g \neq g_{n}(-i K)$.

One may note that the zeros of the type appearing in A. and B. and the number of subtractions are related. For example, if only one subtraction is necessary, then by considering Eq. (10) for $g$ complex, we have $\operatorname{Im} S=-\operatorname{Im} g \sum R_{n} /\left|g-g_{n}\right|^{2}$ which cannot vanish for $\operatorname{Im} g \neq 0$, and hence $S$ has no complex zeros. Also, for real $g$ one would have

$$
\frac{d S}{d g}=\sum-\frac{R_{n} / g_{n}^{2}}{\left(1-g / g_{n}\right)^{2}}
$$

which is always positive for $l$ even, and hence there can be no zeros of type B. For $l$ odd, $d S / d g<0$ and only one zero of type B. may occur.

The case of one subtraction appears optimum for the convergence of the Pade to the partial-wave scattering amplitude $T=(S-1) / 2 i$. In this case one has both $T / g$ and $g / T$ as ordinary series of Stieltjes and the $[N, N+j]$ Padé converges to $T$ for $j=0, \pm 1, \pm 2, \cdots$.

One may be curious as to what happens for $K \geq \mu / 2$. Since $f(i K, g)$ is singular and infinite at $K=n \mu / 2, n=1,2, \cdots$, the behavior of the zeros is complicated. If the singularity is a branch point, its effect is to make the zeros of $f(i K, g)$ singular. Since the singularity is known to occur only in $S_{1}(k)$, one is forced to write $S$ in at least a twice subtracted form. What happens is that as $K \rightarrow \mu / 2$ one of the zeros approaches the origin while all the other zeros match up with the poles. For $\mu / 2<K<\mu$, the $g_{n}(i K)$ are generally complex. If the singularity in $K$ is a simple pole, as it is for the exponential or Hulthen potentials for $l=0$, then as $K \rightarrow \mu / 2, g_{1}(i K) \rightarrow 0$ and $g_{n}(i K) \rightarrow$ $g_{n-1}(-i K)$. For $\mu>K>\mu / 2$ one has $g_{1}(i K)<0$ and $g_{n-1}(-i K)<g_{n}(i K)<g_{n-2}(-i K)$. The behavior at the other singular points is similar.

In spite of this peculiar behavior at $K=n \mu / 2$, the residues $R_{n}(i K)$ cannot change sign and $S$ is still related to an ordinary series of Stieltjes except that one is forced to write $S$ in at least an $n+1$ subtracted form for $(n+1) \mu / 2<K<n \mu / 2$.

Let us now relax the condition on the positive definiteness of the potential. It will again follow that $f(k, g)$ is an entire function of order $\frac{1}{2}$, although in a derivation similar to that in Sec. V, one must take into account turning points. For example, if $V(r)$ had a single zero at $r=a$ and $V(r)>0$ for $r<a$, one could show that $f(k, g)$ was an entire function of order $\frac{1}{2}$ and type

$$
\left\{\left[\int_{0}^{a} V^{\frac{1}{2}}(r) d r\right]^{2}+\left[\int_{a}^{\infty}[-V(r)]^{\frac{1}{2}} d r\right]^{2}\right\}^{\frac{1}{2}}
$$

Also, although $\int_{0}^{\infty} V(r) \phi^{2} d r$ is no longer positive definite, Lemmas 1,4 , and 5 remain valid. This is because of the identity $\left[g=g_{n}(-k), k=i K\right.$, and $K \geq 0$ ],

$$
\begin{align*}
& g_{n}(-i K) \int_{0}^{\infty} V(r)|\phi|^{2} d r \\
& \quad=-\int_{0}^{\infty} d r\left(\left|\frac{d \phi}{d r}\right|^{2}+\left[K^{2}+l \frac{(l+1)}{r^{2}}\right]|\phi|^{2}\right) \tag{15}
\end{align*}
$$

which tells us that $g_{n}(-i K)$ is real (hence also $\phi$ ) and that $\int_{0}^{\infty} V(r) \phi^{2} d r \neq 0$ and has the opposite sign to $g_{n}(-i K)$. Although Lemmas 2 and 3 are not valid, they


Fig. 2. The same as Fig. 1 but for $V(r)$ with zeros.

may be combined to state that for $K>0$

$$
\begin{align*}
\frac{1}{g_{n}(-i K)} \cdot & \frac{d g_{n}(-i K)}{d K}=2 K \int_{0}^{\infty} \phi^{2} d r \int_{0}^{\infty} d r \\
& \times\left[\left(\frac{d \phi}{d r}\right)^{2}+\left(K^{2}+l \frac{(l+1)}{r^{2}}\right) \phi^{2}\right] . \tag{16}
\end{align*}
$$

Also, Lemma 6 must be restated to say that $C_{n}$ has the same sign as $g_{n}(-i K)$.

A similar analysis for the distribution of zeros and poles of $S$ results, except they now extend over the whole real axis as in Fig. 2. As a result, we have $R_{n} / g_{n}>0$ for $l$ even and $<0$ for $l$ odd. Hence (assuming only one subtraction), $\left(S-1-g S_{1}\right) / g^{2}$ and $1 /(S-1)-\left(1 / g S_{1}\right)$ are extended series of Stieltjes and the [ $N, N+j$ ] Padé approximant for the partial-wave scattering amplitude $T$ converges to $T$ for large $N, j= \pm 1, \pm 3, \cdots$, and $-\mu^{2} / 4<E<0$. If $s$ subtractions are required, one may only assert that for large $N$ the $[N, N+j+s]$ Padé for $S$ converges to $S$ for $j=-1,1,3, \cdots$, and $-\mu^{2} / 4<$ $E<0$.

For potentials which decrease faster than an exponential (for example potentials of finite range) all that has been said remains valid if one replaces $\mu$ by $+\infty$.

## IV. SCATTERING

In the previous section, we were able to establish, by examining the zeros and poles of the partial-wave $S$ matrix, the convergence of the Pade method for negative energies. For positive energies, the zeros and poles of $S$ are complex. Since our proof depended on the series of Stieltjes property of $S$, it cannot be applied here. One would suspect, however, that the Padé approximant would also converge nicely for $E>0$. This optimism is due to the important fact that the Pade approximant satisfies exact unitarity. ${ }^{3}$ For example, the $[N, N]$ Padé approximant to $S$, which we call $S_{N, N}$, satisfies $S_{N, N}^{*}=1 / S_{N, N}$. Also,
the $[N, M]$ Padé to $T, T_{N, M}$ satisfies $\operatorname{Im} T_{N, M}=$ $\left|T_{N, M}\right|^{2}$ for $M \leq N$.

A proof of the convergence of the Pade is possible for positive energies if we restrict ourselves to positive semi-definite potentials and consider instead the zeros and poles of $\tan \delta$.

Let us define $F(k, g)=f(k, g) / f(k, 0)$ and put

$$
\begin{align*}
H\left(k^{2}, g\right) & =(2 i k g)^{-1}[F(k, g)-F(-k, g)] \\
G\left(k^{2}, g\right) & =\frac{1}{2}[F(k, g)+F(-k, g)] . \tag{17}
\end{align*}
$$

Since $F(k, g)$ is an entire function of $g$ of order $\frac{1}{2}$, it follows that $H$ and $G$ are also entire and of order $\leq \frac{1}{2}$. We have seen in Sec. III, however, that for $k=i K, 0<K<\mu / 2$, the zeros of $F(k, g)$ and $F(-k, g)$ intertwine. This implies that $H$ and $G$ have at least one real zero between two real zeros of $F$ and hence they are precisely of order $\frac{1}{2}$.

From Eqs, (6) and (17) we have

$$
\begin{equation*}
(k g)^{-1} \tan \delta(k, g)=H\left(k^{2}, g\right) / G\left(k^{2}, g\right) \tag{18}
\end{equation*}
$$

One may note that $H$ and $G$ are real analytic functions of $E=k^{2}$ for $|\operatorname{Im} k|<\mu / 2$. For $E>0$, the zeros of $H(G)$ are the values of $g$ where the phase shift $\delta(k, g)$ is an even (odd) multiple of $\pi / 2$. Denoting the zeros of $H$ and $G$ by $H_{n}\left(k^{2}\right)$ and $G_{n}\left(k^{2}\right)$ we may write

$$
\begin{align*}
& H\left(k^{2}, g\right)=H\left(k^{2}, 0\right) \Pi\left[1-g / H_{n}\left(k^{2}\right)\right], \\
& G\left(k^{2}, g\right)=\Pi\left[1-g / G_{n}\left(k^{2}\right)\right] . \tag{19}
\end{align*}
$$

Because of the threshold behavior of the phase shift, $\delta \sim k^{2 t+1} a(g)$ for small $k$, we have $H\left(k^{2}, 0\right) \sim C E^{i}$. Also, from Eqs. (7) and (17) we have $G_{n}(0)=g_{n}(0)$.

We wish to examine the distribution of zeros and poles of $\tan \delta$ and establish the following theorem.

Theorem: If $V(r)$ has no zeros then, apart from subtractions, $(g k)^{-1} E^{-l} \tan \delta$ is a series of Stieltjes in $g$ for $E \geq 0$.

We will establish the theorem by showing that in the formal expansion

$$
\begin{equation*}
(k g)^{-1} E^{-l} \tan \delta(k, g)=\Sigma-\frac{r_{n}\left(k^{2}\right) / G_{n}\left(k^{2}\right)}{1-g / G_{n}\left(k^{2}\right)} \tag{20}
\end{equation*}
$$

the residues $r_{n}$ and poles $G_{n}$ are real and that $r_{n} / G_{n}>$ 0 . The assumption that $V(r)$ has no zeros is crucial. Without it we cannot even show that $G_{n}(E)$ and $r_{n}(E)$ are real for real $E>0$.

Proof: We first note that the zeros and poles of $\tan \delta$ are real and simple for $E>0$. This can be shown in the same way as Lemmas 1 and 4 of Sec. II. For example, identity (11) for a general $g$ is

$$
\frac{d}{d r} W_{r}\left(\phi, \phi^{*}\right)+\left(g-g^{*}\right) V(r)|\phi|^{2}=0
$$

Fig. 3. The zeros 0 and poles $X$ of $(g k)^{-1} E^{-t} \tan \delta$ in the $g$ plane for $E \geq 0$ and $V(r) \geq 0$ for: (a) $E \approx 0$ (b) $E \gg 0$.


For $g$ equal to $H_{n}$ or $G_{n}$ and $E>0$, the Wronskian vanishes both at $r=0$ and $\infty$. If $V(r) \geq 0$, one must have $H_{n}$ and $G_{n}$ real. That these zeros are simple also follows using a proof analogous to that used in Lemma 4. In fact, writing identity (14) for a general $g$ with $E>0$ gives us the stronger statement

$$
\begin{align*}
\frac{d \delta}{d g}=-\frac{\pi}{4}\left(\frac{k}{2}\right)^{2 l+1} \Gamma^{-2}\left(l+\frac{3}{2}\right)\left(G^{2}\right. & \left.+k^{2} g^{2} H^{2}\right)^{-1} \\
& \times \int_{0}^{\infty} V(r) \phi^{2} d r \tag{21}
\end{align*}
$$

Hence $d \delta / d g<0$ and $\delta$ is a monotonic function of $g$. It then follows that the zeros and poles of $(k g)^{-1} E^{-7} \tan \delta$ intertwine as in Fig. 3.

One should notice that for sufficiently small energies, there are no zeros or poles for positive $g$. As $E$ increases new poles and zeros move in from $+\infty$. This behavior is connected with the Wigner inequality ${ }^{11}$ on the phase shift. For example, if $V(r)$ is of finite range $R$, the $l=0$ phase shift satisfies the inequality

$$
\frac{d \delta}{d k} \geq-R+\frac{1}{2 k} \sin (2 k R+2 \delta) \quad \text { (Ref. 11, Eq. 5.12) }
$$

independent of the magnitude of $g$. If we combine this with the fact that for $g>0$ and $k=0, d \delta / d k>-R$ [Ref. 11, Eq. (4.32)], we see that $\delta(k, g) \geq-R k$. Hence for $k<\pi / 2 R$ the phase shift can never be as negative as $-\pi / 2$, there would be no zeros or poles for $g>0$ and $g^{-1} \tan \delta$ would be an ordinary series of Stieltjes. For a general $E, g^{-1} \tan \delta$ would be an extended series of Stieltjes with a finite number of zeros and poles for positive $g$. As $E$ tends to $\infty$ there are no restrictions on the number of zeros and poles for $g>0$, but because the Born approximation becomes valid all zeros and poles tend to $\pm \infty$.

We may now conclude that if $V(r) \geq 0$ and no subtractions are required in Eq. (20), the [ $N, N+j$ ] Pade converges to $(\mathrm{kg})^{-1} E^{-l}$ tan $\delta$ for large $N$ and fixed $j= \pm 1, \pm 3, \cdots$. For sufficiently small energies, one can also include $j=0, \pm 2, \cdots$.

[^125]
## V. THE MAXIMUM MODULUS

We wish to examine the Jost function for fixed $l$ and $k$ and large $|g|$ in order to establish its order and type as an entire function of $g$. The WKBJ or phaseintegral method is well suited for this purpose. ${ }^{12}$ Although it is not necessary, we restrict ourselves to potentials $V(r) \geq 0$. This simplifies the calculation since there is no need to take into account turning points.

The order and type of an entire function ${ }^{13} f(z)$ classify the rate of growth of the function for large $|z|$. Let $M(|z|)$ be the maximum value of $|f(z)|$ on the circle of radius $|z|$. The order $\rho$ and type $\sigma$ of $f(z)$ are defined as

$$
\begin{aligned}
& \rho=\underset{r \rightarrow \infty}{\lim \sup } \frac{\ln \ln M(r)}{\ln r}, \\
& \sigma=\underset{r \rightarrow \infty}{\lim _{r \rightarrow \infty}},
\end{aligned}
$$

Roughly speaking, if $f(z)$ is of type $\rho$ and order $\sigma$ it has the same maximum rate of growth as the function $\exp \left(\sigma z^{\rho}\right)$.

Let us now use the Schrödinger equation to find the asymptotic form of the Jost function for large $|g|$. In Eq. (1) we consider $k^{2}=-K^{2}$ with $K>0$ and make the changes of variables $r=e^{x}, y=e^{x / 2} \omega$ to obtain

$$
\begin{align*}
\frac{d^{2} \omega}{d x^{2}}-q^{2}(x) \omega & =0, \\
q(x) & =\left[K^{2} e^{2 x}+g V\left(e^{x}\right) e^{2 x}+\left(l+\frac{1}{2}\right)^{2}\right]^{\frac{1}{2}} . \tag{22}
\end{align*}
$$

For large positive values of $g$ this has the approximate solution

$$
\begin{equation*}
\omega=q^{-\frac{1}{2}} C \exp \left( \pm \int q d x\right) \tag{23}
\end{equation*}
$$

For the regular solution $\phi$, Eq. (23) becomes in terms of $r$

$$
\begin{equation*}
\phi=C[p(r)]^{-\frac{1}{2}} \exp \int_{a}^{r} p(t) d t, \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
p(r)=\left[K^{2}+g V(r)+\left(l+\frac{1}{2}\right)^{2} / r^{2}\right]^{\frac{1}{2}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
C=\left(l+\frac{1}{2}\right)^{\frac{1}{2}} a^{l+\frac{1}{2}} \exp \int_{0}^{a}\left\{p(r)-\left[\left(l+\frac{1}{2}\right) / r\right]\right\} d r . \tag{26}
\end{equation*}
$$

If the asymptotic form of Eq. (24) is compared with Eq. (5), one obtains the Jost function

$$
\begin{align*}
f(-i K, g)= & 2 a^{l+\frac{1}{2}}\left[K\left(l+\frac{1}{2}\right)\right]^{\frac{1}{2}} \\
& \times \exp \left\{\int_{0}^{a}\left[p(r)-\left(\left(l+\frac{1}{2}\right) / r\right)-K\right] d r\right. \\
& \left.+\int_{a}^{\infty}[p(r)-K] d r\right\} \tag{27}
\end{align*}
$$

[^126]for $g \gg 0$ and $K>0$. From Eq. (27) we have
\[

$$
\begin{equation*}
\lim _{y \rightarrow \infty} \ln f(-i K, g)=g^{\frac{1}{2}} \int_{0}^{\infty}[V(r)]^{\frac{1}{2}} d r \tag{28}
\end{equation*}
$$

\]

Since Eq. (28) is also valid for complex $g$ with $-\pi<\arg g<\pi$, we conclude that the Jost function has $\rho=\frac{1}{2}$ and $\sigma=\int_{0}^{\infty}[V(r)]^{\frac{1}{2}} d r$.

## VI. DISCUSSION

We have obtained the general features of the partial-wave $S$-matrix element $S(k, g)$ as a function of the potential strength $g$ for a large class of potentials. Because $S(k, g)$ is related to a series of Stieltjes in $g$, we were able to prove the convergence of the Padé method of summing the Born series. For example, in the most optimistic case of one subtraction in Eq. (10) and no subtractions in Eq. (20), the results for $E<0$ and $E \geq 0$ can be combined to state that, for positive semi-definite Yukawa type potentials, the [ $N, N$ ] Padé converges to $S(k, g)$ for large $N$ and $-\mu^{2} / 4<E$. For finite $N$, the Padé yields approximate expressions for $S(k, g)$, which are good outside the usual radius of convergence of the perturbation expansion. These approximate expressions have the additional features of satisfying exact unitarity and supplying rigorous bounds ${ }^{2}$ on $S(k, g)$ below threshold and $\tan \delta$ above threshold. Since they are valid outside the radius of convergence they may be used to obtain the bound states and resonances from the Born series itself.

Numerically, the rate of convergence appears to be quite rapid. For example, for the Yukawa potential $g e^{-r} / r$ the $s$-wave scattering length is $a_{s}=-g+$ $\left(g^{2} / 2\right)-g^{3} \ln 4 / 3+g^{4} \ln 32 / 27$. The [1, 1] Padé to $a_{s}$ predicts an $E=0$ bound state at $g=-2$, the $[2,2]$ Padé at $g=-1.684$. The exact value to 4 figures is $g=-1.680$. Also for positive $g$ the Padé supplies the bounds $[N, N] \geq a_{s} \geq[N, N+1]$. For the Hulthen potential ${ }^{14} g\left(e^{r}-1\right)^{-1}$ for $g=1$ (the Born series is divergent), this gives tor $N=1$, $-1.29 \geq a_{s} \geq-1.35$. The convergence appears to be less rapid at larger energies and/or larger angular momentum.

The eventual hope of course is that the Padé approximant may be successfully applied to the field theory perturbation expansions of strong interactions. Preliminary results on $\pi N$ and $\pi \pi$ scattering look encouraging. ${ }^{15}$
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